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SUMMARY

The main objective of this thesis is to provide new low powausons for Very Large
Scale Integration (VLSI) designers. Especially, we focnsemkage power reduction. Al-
though leakage power was negligible at Q:18chnology and above, in nanoscale technol-
ogy, such as 0.Q7, leakage power is almost equal to dynamic power consumption

In this thesis, we present a novel circuit structure we cslképy stack.” The sleepy
stack structure dramatically reduces leakage. The sléapk s a combination of two well-
known low-leakage techniques which are the forced stadiigoe and the sleep transistor
technique. The sleepy transistor technique can achiereelolly leakage power consump-
tion, but loses logic state during sleep mode. Meanwhike foinced stack technique saves
leakage power consumption by stacking transistors anthselagic state. However, the
forced stack technique cannot use high-without incurring a dramatic delay increase
(>6.2X); however, if only lowy}, transistors are used, the leakage power savings of this
technique are small. By combining two prior techniques, h@rehe sleepy stack tech-
nique can achieve (i) ultra-low leakage power consumptibiien(ii) saving state. One
of the main advantages of the sleepy stack technique is afusglel; transistors for
key places. Utilizing high¥,, transistors, the sleepy stack technique can achieve around
200X leakage power reduction with similar delay as the fastack technique using low-
Vi, transistors (when applied to generic logic circuits target.07, technology). Since
the sleepy stack technique comes with area and delay ovedwapared to a conven-
tional Complementary Metal Oxide Semiconductor (CMOS) temi the sleepy stack
technique can be applicable to a design that requires lolivdeakage power consumption

with quick response time and is able to pay the associatedeare delay cost.

XV



One of the advantages of the sleepy stack technique is satatg. Therefore, the
sleepy stack technique can be applicable memory desigr&iatic Random Access Mem-
ory (SRAM). When we apply the sleepy stack to SRAM cell designcare observe new
Pareto points which have not been presented prior to thamngse this thesis. Although
the sleepy stack incurs some delay and area overheadsgtmy dtack SRAM cell can
achieve ultra-low leakage power consumption while sugngstwo main leakage paths
in an SRAM cell. When compared to a high; SRAM cell, which is the best prior state-
saving SRAM cell, the sleepy stack SRAM cell achieves 5.2377X greater leakage re-
duction with 32~ 19% delay increase (at 110sing0.07x technology). Alternatively, by
increasing sleepy stack transistor widths, the sleepk S&AM cell can achieve approx-
imately the same delay as high; SRAM yet achieves 2.49 2.26X leakage reduction
over high¥;, SRAM. Unfortunately, there is a cost of 140% area increase.

Along with the sleepy stack structure, we propose a ardhitaclevel low power tech-
nique we name Low-Power Pipelined Cache (LPPC). Originallgipalined cache was
proposed to reduce cache pipeline stage delay and thusumprocessor performance.
However, we use the reduced cache delay to reduce powerroptisn. Our strategy is
to pipeline caches without changing cycle time; instead,Jawer cache supply voltage
to save power consumption. Although we may increase thehdafpa pipelined cache
to achieve large power reduction, total energy savingscestsa with increasing pipeline
depth may limited due to the pipelining penalties and loviritlof supply voltage. We
obtain an optimal depth of the pipelined cache in our expenial configuration target-
ing an embedded processor; the result we find is that a twe gligglined cache achieves
maximum energy reduction (70% cache power savings).

The sleepy stack structure achieves ultra-low leakage poamsumption with some
area and delay overheads. To reduce the delay overhead adhileving low-leakage
power, we combine LPPC and the sleepy stack. When targéting. technology, the

sleepy stack pipelined cache achieves 17X leakage powactied with 4% execution

XVi



cycle increase and 31% active power increase compared t@cbonal SRAM. Using a
pipelined cache, we can hide most of the delay overhead @ttlog the sleepy stack, which
is 33%. The result indicates that total energy is saved winedévice spends at least three
times as much time in sleep mode as in active mode.

In summary, this thesis presents heretofore unexploretiodstfor low-power VLSI
design. In particular, the sleepy stack approach provides way be the best solution for
VLSI designers concerned about the twin problems of lowicstadawer and maintenance
of VLSI logic state during sleep mode. For such a two-headeblpm, the sleepy stack
approach can provide two orders of magnitude (100X) or miaté&cgpower reduction over
the best prior approach; however, there is a cost — potbngiaite small — in terms of delay
increase and area overhead. In short, sleepy stack pesqgypbvide heretofore unknown

Pareto points for consideration in VLSI design.
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CHAPTER |

INTRODUCTION

Power consumption is one of the top concerns of Very LargéeSntegration (VLSI) cir-
cuit design, for which Complementary Metal Oxide Semicondu@CMOS) is the primary
technology. Today'’s focus on low power is not only becaugb®fecent growing demands
of mobile applications. Even before the mobile era, pow@&somption has been a funda-
mental problem. To solve the power dissipation problem,ynmagearchers have proposed
different ideas from the device level to the architectuesiel and above. However, there is
no universal way to avoid tradeoffs between power, delayaagd, and thus designers are
required to choose appropriate techniques that satisfiycagipn and product needs.

Power consumption of CMOS consists of dynamic and static corepts. Dynamic
power is consumed when transistors are switching, and gtaver is consumed regardless
of transistor switching. Dynamic power consumption wavjmesly (at 0.18 technology
and above) the single largest concern for low-power chipgdess since dynamic power
accounted for 90% or more of the total chip power. Thereforany previously proposed
techniques, such as voltage and frequency scaling, foauselynamic power reduction.
However, as the feature size shrinks, e.g., to 0.83d 0.06%, static power has become a
great challenge for current and future technologies. Basatelnternational Technology
Roadmap for Semiconductors (ITRS) [30], Kim et al. report thabthreshold leakage
power dissipation of a chip may exceed dynamic power diisipat the 65nm feature
size [38].

One of the main reasons causing the leakage power increasedase of subthreshold
leakage power. When technology feature size scales dowplysupitage and threshold

voltage also scale down. Subthreshold leakage power iseseaxponentially as threshold



voltage decreases. Furthermore, the structure of thedhamnnel device lowers the threshold
voltage even lower. In addition to subthreshold leakagetter contributor to leakage
power is gate-oxide leakage power due to the tunneling otiineough the gate-oxide insu-
lator. Since gate-oxide thickness will be reduced as theni@logy decreases, in nanoscale
technology, gate-oxide leakage power may be comparablebth®shold leakage power
if not handled properly. However, we assume other techsiquét address gate-oxide
leakage; for example, high-dielectric gate insulators may provide a solution to reduce
gate-leakage [38]. Therefore, this thesis focuses on mnedwstibthresholod leakage power
consumption.

In this dissertation, we provide novel circuit structurenaal “sleepy stack” as a new
remedy for designers in terms of static power. The sleemkdias a novel structure that
combines the advantages of two major prior approaches|dbp gransistor technique and
the forced stack technique. However, unlike the sleepistorgechnique, the sleepy stack
technique retains the original state; furthermore, untlike forced stack technique, the
sleepy stack technique can utilize high-to achieve more than two orders of magnitude
leakage power reduction compared to the forced stack. tinfately, the sleepy stack
technique comes with delay and area overheads. Theref@esléepy stack technique
provides new Pareto points to designers who require ultnaléakage power consumption
and are willing to pay some area and delay cost. In this thesiexplore the basic structure
of the sleepy stack. Also, we study various sleepy stackiiggéncluding generic logic
circuits and memory. We discuss the advantages and disiadyesnof the sleepy stack and
a technique to reduce the delay overhead.

Along with the sleepy stack structure, we introduce in thgseértation an architectural
level power reduction technique. One of the most effectiugadhnic power reduction tech-
nigues is lowering the supply voltage of CMOS transistorahse the power consumption
of CMOS transistors increases quadratically proportiondhé supply voltage. However,

lowering the supply voltage incurs an increase in transistotching delays. Therefore,



designing CMOS circuits typically necessitates tradeoffsMeen performance (in terms
of delay) and power consumption. Although CMOS circuits areegned by such trade-
offs, it is possible for a system to selectively lower supghtage without compromising
performance at the architectural level. The strategy iswel supply voltage for circuits
in non-critical paths while maintaining supply voltage @arcuits in critical path(s); thus,
available surplus slack in non-critical paths are removiedour particular case, we ob-
serve that by pipelining the caches, we can obtain largeusiglack, which allows for
large dynamic power savings. This new low-power cache tgciens named Low-Power
Pipelined Cache (LPPC). By apply sleepy stack instead of Iagesuipply voltage, LPPC

can be used to save leakage power consumption.

1.1 Problem Statement

This research work addresses new low power approaches fipiL¥ege Scale Integration
(VLSI) logic and memory. Power dissipation is one of the majncerns when designing
a VLSI system. Until recently, dynamic power was the onlyaamn. However, as the tech-
nology feature size shrinks, static power, which was ndggoefore, becomes an issue
as important as dynamic power. Since static power incredisgsatically (indeed, even
exponentially) in nanoscale silicon VLSI technology, thgbrtance of reducing leakage
power consumption cannot be overstressed. A well-knowwiquis technique called the
sleep transistor technique cuts &ff; and/orGnd connections of transistors to save leakage
power consumption. However, when transistors are allowdhbat, a system may have to
wait a long time to reliably restore lost state and thus mayeeence seriously degraded
performance. Therefore, retaining state is crucial forstesy that requires fast response
even while in an inactive state. Our research provides neBI\féchniques that achieve
ultra-low leakage power consumption while maintainingidcgfate, and thus can be used

for a system with long inactive times but a fast response tegeirement.



1.2 Contributions

In this dissertation, we present two low-power technig(igthe sleepy stack technique for
static power reduction and (ii) the low-power pipelinedlw¢LPPC) for dynamic and/or
static power reduction. The two techniques provide new wegpo designers whose pri-
mary concern is low power.

The following items are the main contributions of this resba

e Design of sleepy stack for logic circuitsWe develop a novel low-leakage technique
we call “sleepy stack.” The sleepy stack technique is appbeyeneric logic circuits,
and we achieve between two and three orders of magnitudadegower reduction
compared to the best prior state saving technique we couddfimmely, the forced

stack technique).

e Design of a sleepy stack SRAM cellStatic Random Access Memory (SRAM) is
a power hungry component in a VLSI chip. Therefore, we aplpy dleepy stack
technique to SRAM design. Since the sleepy stack technigoesavith area and
delay penalties, we explore many possible sleepy stack SRé&lMcombinations
and provide new Pareto points that can be used by designerswant extremely
low leakage power consumption (and are willing to pay a cbsbme area and/or

delay increase).

e Design of a novel low power pipelined cache (LPPCWe design a novel low-
power pipelined cache (LPPC). LPPC applies pipelining tocheavhile lowering
supply voltage of a cache to reduce dynamic power or usirgpglstack SRAM to
reduce leakage power. We also optimize the number of caplediqe stages using a

specific architecture that we explore.

e Design of novel sleepy stack pipelined cacheWe design a novel sleepy stack

pipelined cache. We utilize the LPPC to save leakage powswuption by using



sleepy stack SRAM. Although the sleepy stack SRAM shows sorag deerhead,
by using the LPPC we can hide the delay overhead, and thus nvaateeve very

low leakage cache power consumption with small performaweehead.

1.3 Thesis Organization

The thesis is organized into eleven chapters.

CHAPTER I: INTRODUCTION. This chapter introduces power cangtion issues
in VLSI. This chapter also summarizes the contributionshef thesis. Finally, this

chapter explains organization of the thesis.

CHAPTER II: MOTIVATION. This chapter addresses our motiaatifor this re-

search.

CHAPTER Ill: NOTATION AND BACKGROUND. This chapter explainsnipor-

tant notation and background used throughout this didgmrta

CHAPTER IV: PREVIOUS WORK. This chapter describes previouskwompower
reduction research and explains key differences betweesabutions and previous

work.

CHAPTER V: SLEEPY STACK STRUCTURE. This chapter introduces theeh

sleepy stack leakage reduction technique. First, thetstriof the sleepy stack is
described followed by a detailed explanation of sleepykstperation. An analytical
delay model of the sleepy stack is derived and compared fotbed stack technique

using an inverter circuit.

CHAPTER VI: APPLYING SLEEPY STACK. This chapter explores vars appli-
cations of the sleepy stack approach. The applicationsinskide generic logic cir-

cuits and memory circuits. For each application/use of kbepy stack, comparisons



with the best known prior low-leakage techniques are cawoigt using benchmark

circuits. We explain the experimental methodology used.

CHAPTER VII: SLEEPY STACK EXPERIMENTAL RESULTS. This chapter
discusses the experimental results from various apphicatof the sleepy stack ap-
proach. The sleepy stack technique is empirically comptreeell-known previous
approaches. The comparisons are assessed in terms of ymaaid power, static

power and area while changing numerous VLS| and CMOS cireaudipeters.

CHAPTER VIII: LOW-POWER PIPELINED CACHE (LPPC) ARCHITECTURE.
This chapter introduces our new dynamic power reductiohrtiegie “low-power
pipelined cache” and explains low power mechanism of the@.PFhe pipelining
techniques for LPPC are discussed, and lastly, this cheppdores pipelining penal-

ties and the solutions of the LPPC.

CHAPTER IX: LOW-POWER PIPELINED CACHE (LPPC) EXPERIMENTAL SET-
UP AND RESULTS. This chapter covers experimental methodotgl LPPC re-
sults. In the experimental methodology, processor andecaatdels are explained
followed by the architectural configurations and benchmarged to evaluate the
LPPC approach. Finally, the chapter provides experimeesailts for the low-power
pipelined cache architecture compared to a non-pipeliaetie architecture as well

as a low-voltage pipelined cache architecture.

CHAPTER X: SLEEPY STACK PIPELINED CACHE. This chapter discussas-
bining the sleepy stack technique and the low-power pipdlicache technique. The
proposed cache structure is explained and explored in tefnperformance and

power.

CHAPTER XI: CONCLUSION. This chapter summarizes the major agacsh-

ments of this thesis.



CHAPTER II

MOTIVATION

Historically, in the 1980's CMOS technology took over the nsiieam of VLSI design
because CMOS consumes far less power than its predecesstdS(ipolar, etc.). Al-
though this advantage still holds, power dissipation of CM@S nonetheless become a
problem.

For a long time, dynamic power accounted for more than 90%iq#ly, over 99%) of
total chip power, and thus was frequently used as the meiriofal power consumption for
technologies 0.18and above. However, as technology scales down to tens ofmetecs,
leakage power becomes as important as dynamic power. Dnerefiany ideas have been
proposed to tackle the leakage power problem. Althoughngutiff transistors from power
rails, e.g., using the sleep transistor technique, is ortleeopossible solutions, losing state
during inactive mode incurs long wake-up time and thus maybeoappropriate for a
system that requires fast response times.

To provide a motivational scenario to illustrate the pdssitmpact of this thesis, let us
compare the impact of static (leakage) power consumptidharcontext of a cell phone
example. We assume that in general, the cell phone we consialevays on (i.e., 24 hours
a day). However, the actual usage time of the cell phone ig hmaited. If we assume
a 500 minute calling plan with 500 minutes total used per imothte cell phone is active
only 1.15%(500min/(30days * 24hours * 60min)) of the total on-time. This means that
during rest — 98.85% of the time — the cell phone is non-actimvever, due to static
power consumption, during rest (standby) the cell photieestisumes energy and reduces
battery life. In technology such as 00 the impact of leakage power is huge.

Let us consider an energy consumption scenario of a cell elpoedicted based on



Table 1: Power and area results from Chapter 7

Best prior work that saves statg Our approach
(forced stack) (sleepy stack)

Active Leakeage Active | Leakeage|
power (W)| power (W) Area (d) power (W) power (W) Area ()
4 Inverters 1.25E-06 9.81E-10 5.97E{+00 1.09E-06 4.56E-12 9.03E+00
512B SRAM| 5.22E-04 5.39E-06 2.00E401 5.80H-04 3.24E-07 3.66E+01

Table 2: Energy consumption scenario of a cell phone (p)07

Best prior work that saves state Our approach
(forced stack) (sleepy stack)
Active Leakeage Energy (J) Active | Leakeage Energy (J
power (W)| power (W) Area (Lf) (Month) | power (W) power (W) Area (uz) (Month)
PIOCESSOT| ) 38E.0]  1.02E-QL 6.61E+(5 2.65E405 147801 5.74E-04 120E+06 5.87E+03
logic circuits
32KB SRAM| 5.54E-08 4.15E-QJ2 6.61E+05 1.06E+05 6.09E-03 2.44E-03 1.21E+06 6.44E+03
Total 1.43E-01 1.43E-Q1 1.32E+P6 3.72E105 1.53E-01 3.01E-03 2.42E+06 1.23E+04

our experimental results which will be presented in Chapt&pécifically, Table 1 shows
some specific results from Chapter 7 for QuO¢chnology at 2%”. Table 2 shows our
hypothetical energy consumption scenario. We compare iffeveht techniques which are
the forced stack technique (best prior work that saves)saatbthe sleepy stack technique
(our approach).

First, we assume a single chip containing an embedded macesre in 0.0/ tech-
nology. The chip largely consists of logic circuits and a B28RAM; note that we exclude
I/Os and the pad frame. Furthermore, we only consider herditfital chip; i.e., the liquid
crystal display, Radio Frequency (RF) circuitry, etc., atégalored.

Second, we assume that SRAM and logic circuits each occupyhtde digital chip
area, respectively. We estimate 32KB SRAM area based on SRAMrea which we
will present in Chapter 7 — note that in all cases we exclude &g., our SRAM does
not include Built-In Self Test (BIST). The forced stack 32KB SRArea is 6.61%0°..2,
and the sleepy stack SRAM area is 1.20%:%. Then we estimate that the processor logic
gates occupy the same amount of area as the 32KB SRAM as shdive amea columns

of Table 2.



Third, we also assume that at Oi0echnology leakage power consumption is as much
as active power consumption when we use the forced stackitpeh We multiply forced
stack leakage values from Table 1 by a factor (specifical9) 9o that forced stack leakage
power becomes the same as forced stack active power, i2m\W4Then we apply the
same factor (939) to the sleepy stack leakage power fromeTglyesulting in sleepy stack
leakage power of 3.01mW. In other words, while Table 1 is daseBerkeley Predicted
Technology Model (BPTM) [7], we instead assume a scenarioeveakage power equals
active power (which is, we believe, a hypothetical situatvee may possibly see in the
future.)

Now, recalling that our cell phone is active 500 minutes penth and thus inactive
42700 minutes per month, we calculate forced stack digitgd energy per month as fol-

lows:

Energyl = 143mW % (500 % 60sec) + 143mW * (42700 * 60sec) 1)

— 37.2KJ 2)
Similarly, we calculate sleepy stack digital chip energympenth as follows:

Energy2 = 153mW x (500 % 60sec) + 3.01mW * (42700 * 60sec) 3)

— 1.23KJ (4)

The result predicts that the ultra-low leakage power teldgyw i.e., sleepy stack, saves
30X total energy consumption compared to the best prior wicek forced stack. There-
fore, potentially, the ultra-low leakage power technigaa extend by 30X the cell phone
battery life in this motivational example. There is a costtfis 30X savings, however:
note that the overall are increases 83% (frofiemm? to 2.42mm? — see Table 2).
Although there already exist many low-leakage techniqgtrespest prior low-leakage
technique in terms of leakage power reduction, the slegistor technique, loses logic

state during sleep mode. Therefore, the sleep transistbniggue requires non-negligible



time to wake-up the device from the sleep mode. If we consitleemergency calling

situation to use cell phone, this wake-up time may not be@eabée. Therefore, an ultra-
low-leakage technique that can save state even in noreacidde can be quite important
in nanoscale technology VLSI.

In this dissertation, we use circuit as well as archite¢ti@@hniques to reduce leakage
power consumption. Especially, our technique can retajitIstate and thus fast response
time can be achieved even during non-active mode. The tgglroan be applicable to
generic logic circuits as well memory, i.e., SRAM, since @ghnique can retain state.

In this chapter, some motivation for the importance of teissarch is provided. In the

next chapter, we explain expressions, notation and baakgronportant for this thesis.
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CHAPTER Il

NOTATION AND BACKGOUND

In this chapter, we explain important notation and VLSI lgaokind used in this disserta-
tion. First, we introduce subthreshold leakage power coyqpgion on which our research
focuses. Next, we explain the background underlying a et leakage power model
able to explain the stack effect, which is an important |gekeeduction factor in our
research. We then explain the body-bias effect. Furthesmoee explain subthreshold
leakage power consumption of a conventional 6 Transistdr) (8RAM cell. Finally, we

explain switching power and delay tradeoffs of CMOS circuits

3.1 Leakage power

In this section, we explain notation and background reletcaleakage power consumption.

Gate
Source Drain

n+ n+

P-substrate

Figure 1. Subthreshold leakage of an nFET

Although dynamic power is dominant for technologies at 0.B58d above, leakage
(static) power consumption becomes another dominantrfémt®.13: and below. One of
the main contributors to static power consumption in CMO S lsreshold leakage current
shown in Figure 1, i.e., the drain to source current when #te goltage is smaller than
the transistor threshold voltage. Since subthresholdeatiincreases exponentially as the

threshold voltage decreases, nanoscale technologieseatad down threshold voltages
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will severely suffer from subthreshold leakage power comgtion.

Vaa
Vad
M1 Vis1
Mo Vst Vsb1
_‘ Vadso } Vx
Vgso Visbo Vis2

VgsZ M2
v Vsb2

Figure 2: (a) A single transistor (left) and (b) stacked transistaigh()

Subthreshold leakage can be reduced by stacking trarssis®@r taking advantage of
the so-called “stack effect” [34]. The stack effect occutsew two or more stacked tran-
sistors are turned off together; the result is reduced pakawer consumption.

Let us explain an important stack effect leakage reductiodeh The model we explain
here is based on the leakage models in [34] and [46]. For &duoff single transistor

shown in Figure 2(a), leakage current, o) can be expressed as follows:

Lopo = Aer‘l/g(Vqso*Vtho*'YVSboJranso)(1_e—Vdso/Vg) (5)
_ Aeﬁ(—vtho-i-n‘/dd) (6)

where A = 1oC,.(W/L.ss)Vie®, n is the subthreshold swing coefficient, avigis the
thermal voltage. V.0, Vino, Viso @and Vyy are the gate-to-source voltage, the zero-bias
threshold voltage, the base-to-source voltage and the-thhasource voltage, respectively.
~ is the body-bias effect coefficient, ands the Drain Induced Barrier Lowering (DIBL)
coefficient.u is zero-bias mobility(',, is the gate-oxide capacitand®, is the width of the
transistor, and..; is the effective channel length [60]. (Note that throughihig thesis
we assumer,, = 2., i.e., nMOS carrier mobility is twice pMOS carrier mobilitilso
note that we use a WI/L ratio based on a actual transistor sizehich way a WI/L ratio

properly characterizes circuit models used in this the¥ie assume >> e~ Vas0/Vo,

12



Let us assume that the two stacked transistbfsgnd\/;) in Figure 2(b) are turned off.
We also assume that the transistor width of each/pfind M, is the same as the transistor
width of My (W0 = Wann = Wye). Two leakage currents,,; of the transistod/; and

1,10 Of the transistorV/; can be expressed as follows:

Loust Aeﬁ(Vgsl—%ho—stﬁansl)(1 _ Vi /Vay @
— Aenvy Ve Vino= Ve tn(Vaa—Va) @)
Ly = Aewss VsV VaninVasd) () _ o~Vaa/Ve) (©)
— Aeﬁ(—mwmvm)(l _ VeV, (10)

whereV/, is the voltage at the node betwekfil and)2, and we assume >> ¢~ Vas1/Vo,
Now consider leakage current reduction betwégg, and /5,1 (= Isup2). The reduc-

tion factor X can be expressed as follows:

1
——(—Vino+nVaa)
= (=Vino
X - Touro _ Ae™ o () (11)
[subl Ae n\l/g (_Vac_VthO_’YVx+77(Vdd_Vx))

V, in Equation 11 can be derived by lettidg,,; = .. and by solving the following

equation:

1 — BT%(WVdd—Vr(1+2n+7))+€_VZ/V9 (12)

If all the parameters are known, we can calculate stacktd#akage power reduction
using Equations 11 and 12. As an example, we consider leakagel parameter values

targeting0.5. technology in Table 3 obtained from [34]. From Equation 12,ca&lculate

Table 3: Leakage model parameters (0.tech)

| Parameter | Value |
Vad v
Vin 0.2V
n (subthreshold slope coeffcient) 1.5
1 (DIBL coeffcient) 0.05V/V
~ (body-bias effect coeffcient)| 0.24V/V

V, = 0.0443V, and from Equation 11, we obtain leakage reduction fagfor 4.188.
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Although the reduction is 4.188X at Q.%echnology, the reduction increases at nanoscale
technology becausgincreases as technology feature size shrinks.

Threshold voltage of a CMOS transistor can be controlledgusody bias. In general,
we applyV,, to the body (e.g., an n-well or n-tub) of pMOS and applyd to a body
(e.g., p-well or p-substrate) of nMOS. This condition, inigthsource voltage and body
voltage of a transistor are the same, is called Zero-Body EiB8). Threshold voltage
at ZBB is called ZBB threshold voltage. When body voltage is lothan source voltage
by biasing negative voltage to body, this condition is chlReverse-Body Bias (RBB).
Alternatively, when body voltage is higher than sourceagdt by biasing positive voltage
to body, this condition is called Forward-Body Bias (FBB). When RBBapplied to a
transistor, threshold voltage increases, and when FBB exppdi a transistor, threshold
voltage decreases. This phenomenon is called body-biest edind this is frequently used
to control threshold voltage dynamically [72].

In this section, Section 3.1, we explained subthreshokklga power consumption, the
stack effect, and body-bias effects which can alter sublitlel leakage power consump-

tion. In the next section, we explain leakage current of an BRAII.

3.2 SRAM cdll leakage paths

W(j(ihne . _wordline
' P2 : 7‘

2 N3] P 1 Dol gl €
Foee et
m O e L N
Bitline ¥ ¥ V v Bitline
| Cell

eakage leakage leakage

Figure 3: SRAM cell leakage paths

In this section, we explain the major subthreshold leakageponents in a 6-T SRAM
cell. The subthreshold leakage current in an SRAM cell iscgihy categorized into two

kinds [37] as shown in Figure 3: (i) cell leakage current flf@ts fromV,; to Gnd internal
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to the cell and (ii)bi t | i ne leakage current that flows frotm t1i ne (orbitline’)
to Gnd.

Although an SRAM cell has twbi t | i ne leakage paths, thei t | i ne leakage cur-
rentandbi t| i ne’ leakage current differ according to the value stored in tRAR bit.
If an SRAM cell holds ‘1" as shown in Figure 3, thm® t | i ne leakage current passing
through N3 and N2 is effectively suppressed due to two resasbirst, after precharging
bitline andbitline bothto ‘l’ the source voltage and the drain voltage of N3
are the same, and thus potentially no current flows through3¥®ond, two stacked and
turned off transistors (N2 and N3) induce the stack effea@aMvhile, for this case where
the SRAM bit holds value ‘1, a largbi t | i ne’ leakage current flows passing through
N4 and N1. If, on the other hand, the SRAM cell holds ‘0, a lalgd | i ne leakage
current flows whilebi t | i ne’ leakage current is suppressed. Our results in Section 7.2.3
indicates thabi t | i ne leakage accounts for approximately 35% of SRAM cell leakage
power consumption.

In this section, Section 3.2, we explain the two major typeteakage paths in an
SRAM cell (cell leakage andi t | i ne leakage). In next section, we explain tradeoffs

between switching power and delay.

3.3 Switching power and delay tradeoffs

In this section, we explain tradeoffs between switching @oand delay.

In CMOS, power consumption consists of leakage power andrdigqaower — note that
dynamic power includes both switching power and shortugingower. Switching power
is consumed when a gate charges its output load capacitandeshort-circuit power is
consumed when a pull-up network and a pull-down network areogether for an instant
while transistors are turning on and off. For Qu18hannel lengths and above, leakage
power is very small compared to dynamic power. Furthermgirert-circuit power is also

less than 10% of the dynamic power for a typical CMOS desigd, the ratio between
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dynamic power and short-circuit power does not change a@gdeithe ratio between supply
voltage and threshold voltage remains the same [50]. Sfocé).18: and above, short-
circuit power and leakage power are relatively small coragao switching power, CMOS
power consumption of a particular CMOS gate under consideratn be represented by

the following switching powerR;.,;:xing) €quation for 0.18 and above:

Pswitching = ptCLVdef (13)

whereC7, Vy, and f denote the load capacitance of a CMOS gate, the supply voltage
and the clock frequency, respectively [15]. Notatigndenotes the switching ratio of a
gate output; this switching ratio represents the numbanudg the particular gate’s output
changes frond-nd to V,, per second — please note that when output capacitance jssha
from V,, to Gnd, switching power is not consumed because power figmis not used
(e.g., discharging t@nd does not consume battery power). The switching ratio varies
according to the input vectors and benchmark programs,largdan average value of each
benchmark may be used as a switching ratio.

Equation 13 shows that lowering,, decreases CMOS switching power consumption
guadratically. However, this power reduction unfortuhatntails an increase in the gate
delay in a CMOS circuit as shown in following approximated atpn:

Vdd

(Vaa — Vin)® (14)

Td X

whereTy, V;,, anda denote the gate delay in a CMOS circuit, the threshold voltage
velocity saturation index of a transistor, respectivelyisiwell-known that whilea: has
values close to 2 for above 2u0for 0.25: « is between 1.3 and 1.5, and for below 0.1
a is close to 1 [35], [59]. However, instead of scaling down aalue along with the
technology feature size, CMOS technology may take a const&atue to avoid the hot-
carrier related problem [59]. A constantvalue could be accomplished by changirig
becauser is a function of gate-source voltage [8]. If we scale davigp, switching power

in Equation 13 decreases, while the gate delay in Equationctdases. Therefore, CMOS
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circuit speed can be traded with switching power consump® shown in Equations 13
and 14.

When there exist tradeoffs between multiple criteria, @gwer and delay, we may say
one design is better than another design in specific critdige point of design space is
called a Pareto point if there is no point with one or morenifeobjective [40].

In this thesis we estimate leakage power consumption by umiegsstatic power when
transistors are not switching. Furthermore, we estimateeagower consumption by mea-
suring power when transistors are switching. This activegranclude dynamic power
consumption and leakage power consumption.

In this chapter we explained important notation and VLSIKgaound used in this

thesis. In the next section, we explain previous low-powsearch related to our research.
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CHAPTER IV

PREVIOUS WORK

In this chapter, we review important prior work that is clyseelated to our research.
Furthermore, the previous work is compared to our resedfafst we explore the prior
work targeting leakage power reduction, and then we finis$tiagtying previous techniques

relevant to low-power pipelined caches.

4.1 Static Power Reduction VLS| Research

In this section, we discuss previous low-power technighes primarily target reducing
leakage power consumption of CMOS circuits. Techniquesdakage power reduction
can be grouped into two categories: (i) state-saving teglas where circuit state (present
value) is retained and (ii) state-destructive techniqubsrer the current Boolean output
value of the circuit might be lost [38]. A state-saving teicjue has an advantage over a
state-destructive technique in that with a state-saviogrtigjue the circuitry can immedi-
ately resume operation at a point much later in time with@wirng to somehow regenerate
state. We characterize each low-leakage technique aogptdithis criterion. We study
low-leakage techniques for generic logic circuits follaln®y low-leakage SRAM designs

separately.
4.1.1 Static Power Reduction Research for Generic Logic Citgts

This section explains previously proposed low-leakaglerteies for generic logic circuits.
As introduced, previously proposed work can be divided tattniques that either (i) save
state or (ii) destroy state. Although our research focuseteohniques which save state,

we also review the state-destructive techniques for thpqaas of comparison.
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4.1.1.1 Sleep transistor

o

Pullup
Network
A

Pullup
Network
B

Hi

Figure 4. Sleep transistor technique

State-destructive techniques cut off transistor (pulbupull-down or both) networks
from supply voltage or ground using sleep transistors [4bhese types of techniques
are also called gatetly; and gated=nd (note that a gated clock is generally used for
dynamic power reduction). Motoh et al. propose a technitpeg tall Multi-Threshold-
Voltage CMOS (MTCMOS) [45], which adds high;, sleep transistors between pull-up
networks and/;; and between pull-down networks and ground as shown in Figjureile
logic circuits use lowy}, transistors in order to maintain fast logic switching spge€ethe
sleep transistors are turned off when the logic circuitsraein use. By isolating the
logic networks using sleep transistors, the sleep trasrsisthnique dramatically reduces
leakage power during sleep mode. However, the additiorapsiransistors increase area
and delay. Furthermore, the pull-up and pull-down netwavikishave floating values and
thus will lose state during sleep mode. These floating vadigesficantly impact the wake-
up time and energy of the sleep technique due to the requitetngecharge transistors
which lost state during sleep (this issue is nontrivial gesgly for registers and flip-flops).
Comparison with prior work using sleep transistors

The sleep transistor technique and the sleepy stack taghbigth achieve roughly the

same (100X or more) static power savings over conventionaDSIVHowever, unlike the
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sleep transistor technique, the sleepy stack techniques dagic state during low leakage
mode (sleep mode), and this is a significant advantage ogestaite-destructive sleep tran-
sistor technique. The sleep transistor technique reqonarsegligible power consumption
to restore lost state. Further, the wake-up time of the siegsistor technique is signifi-
cant, while the sleepy stack technique needs only a veryl &xtaa wake-up time (a few

clock cycles).

4.1.1.2 Zigzag

T “*Eﬁ
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Figure 5: Zigzag technique

To reduce the wake-up cost of the sleep transistor techntgeezigzag technique is
introduced [41]. The zigzag technique reduces the wakevephead by choosing a par-
ticular circuit state (e.g., corresponding to a “reset”yl dnen, for the exact circuit state
chosen, turning off the pull-down network for each gate vehostput is high while con-
versely turning off the pull-up network for each gate whoségpat is low. For example,
the zigzag technique in Figure 5 assume that the input ‘Asgeaed such that the output
values result as shown in the figure. If the output is ‘1, tlagoull-down sleep transistor
is applied; if the output is ‘0, then a pull-up sleep tramsigs applied. By applying, prior
to going to sleep, the particular input pattern chosen gaarhip fabrication, the zigzag
technique can prevent floating. Although the zigzag teamnieptains the particular state

chosen prior to chip fabrication, any other arbitrary sthteng regular operation is lost in
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power-down mode.
Comparison with prior work using zigzag

Although the zigzag technique can reduce wake-up costjdzag technique still loses
state. Thus, any particular state (from prior to going teg)avhich is needed upon wakeup
must be regenerated somehow. Also, the zigzag techniquenesy extra circuitry to
generate a specific input vector (in case reset values angsedtfor the sleep mode input

vector).
4.1.1.3 Forced stack

Another technique to reduce leakage power is transistokisig. Transistor stacking ex-
ploits the stack effect explained in Chapter 3; the stackceffesults in substantial sub-

threshold leakage current reduction when two or more sthlemsistors are turned off

xd
A%i F
[

Vx
*‘ M2

together.

Figure 6: Forced stack inverter

Example 1: The stack effect can be understood from the forced stack inverter example shown
in Figure 6. Unlike a generic CMOS inverter, this forced stack inverter consists of two pull-up tran-
sistors and two pull-down transistors. All inputs share the same input ‘A’ If A = 0, then both
transistors M1 and M2 are turned off. Due to the internal resistance of M2, the intermediate node
voltage V, is higher than Gnd. The positive potential of V,, results in a negative gate-source voltage

(Vys) for M1 and negative source-base voltage (Vi) for A1. Furthermore, M1 has a reduced
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drain-source voltage (Vy,), which degrades the Drain Induced Barrier Lowering (DIBL) effect [18].
All three effects together change the leakage reduction factor X in Equation 11 (see Chapter 3),
reducing leakage current by an order of magnitude for today’s channel lengths (0.184x, 0.13y, 0.104

and 0.07w) [7]. O

Narendra et al. study the effectiveness of the stack effedtiding effects from in-
creasing the channel length [47]. Since forced stacking ltdtvpreviously was a single
transistor increases delay, Johnson et al. propose arthlgdhat finds circuit input vec-
tors that maximize stacked transistors of existing comfagic [32].

Comparison with prior work using the forced stack approach

Compared to the forced stack technique, the sleepy stackitpehpotentially achieves
more power savings (e.g., 100X compared with 10X for thekstffiect) because the sleepy
stack can use highg, transistors in key places. The forced stack technique c¢ams®
high-V;;, transistors without dramatic delay increase (larger thardélay increase com-

pared to conventional CMOS).
4.1.2 Static Power Reduction Research for SRAM

In this section, we discuss state-of-the-art low-power mmgrtechniques, especially SRAM

and cache techniques on which our research focuses.
4.1.2.1 High¥;, SRAM Cell

One easy way to reduce leakage power consumption is by addpgh/, transistors for
all SRAM cell transistors. This solution is simple but incaeday increase (our experi-
ments indicate that doublinig,, for all six transistors increases delay by 2.5X using 0.07
technology).
Comparison with prior work using high-V;;, SRAM cells

Compared to the highs, SRAM cell, the sleepy stack SRAM cell achieves 2.5X

leakage power reduction with the same delay (see Sectiofh) 7 Zternatively, the sleepy
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stack SRAM cell achieves 5.13X leakage power reduction w2 8lelay increase when

compared with high4, SRAM (again, see Section 7.2.4).

4.1.2.2 Asymmetric-Cell Cache (ACC)

Figure 7: Asymmetric SRAM cell

Azizi et al. observe that in normal programs, most of the lnita cache are zeros.
Therefore, Azizi et al. propose an Asymmetric-Cell Cache (A@@)ich partially applies
high-V;;, transistors in an SRAM cell to save leakage power if the SRAM isah the
zero state [5]. Figure 7 shows an asymmetric SRAM cell. If tek stores a ‘0, then
the transistors P1 and N2 dissipate cell leakage while isemmdN4 dissipatedi t| i ne
leakage power. Therefore, if we use high-transistors for P1, N2 and N4, we can reduce
leakage power as long as the cell stores ‘0. Azizi et al. plepose a new sense amplifier
to offset performance degradation due to the Hightransistors. The new sense amplifier
may induce area increase since the transistor count of theemse amplifier is 55% larger
than a conventional sense amplifier.

Comparison with prior work using dual-V;;, cells

The Asymmetric-Cell Cache leakage power savings are quiteelim case of a bench-
mark which fills SRAM with mostly non-zero values. Comparedhie Asymmetric-Cell
Cache, the sleepy stack achieves large leakage reductienlless of stored values, i.e., the
sleepy stack technique saves leakage power in cases withianks with a large number

of ‘1’ values. Moreover, even in case with benchmarks witargé number of ‘0’ values,
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ACC achieves 40X leakage reduction while our sleepy stacieaes leakage reduction of

100X or more.

4.1.2.3 ABC-MTCMOS
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Figure 8: ABC-MTCMOS

Sleep

Nii et al. propose a low-leakage SRAM design named Auto-Baek@Gantrolled Multi-
Threshold CMOS (ABC-MTCMOS) [49] based on the conventional MTC34@chnique
explained in Section 4.1.1.1. Unlike straightforward MTCBIQOn which logic circuits
float and thus potentially lose state during sleep mode, ABGEMDS shown in Figure 8
uses Reverse-Body Bias (RBB) to reduce leakage power consumptiaings maintains
state (no floating).

Let us take a specific example from [49], which targets5;. technology. During
active mode, Sleep='0’ and Sleep’="1’" are asserted, and the SRAM cell is connected
to V4, Which is1V, andGnd. However, during sleep mode, Sleep='1" and Sleep’="'0’ are
asserted; then, the body of the pFET of the SRAM cell is comuatl,;;;,, which is3.3V.
Furthermore, during sleep mode thig;, connection supplies power 16V, through two
diodes. The voltage drop across a diodé.ig” (assumed by Nii et al. [49]), and thus in

sleep mode the source voltage of the pFEEs3%. Therefore, this structure forms reverse
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source-body bias for pFETSs. This reverse bias increase$ pgEwithin the SRAM cell.
Meanwhile, in sleep modé;Gnd is connected t@-nd using two diodes. The the voltage
drop across the two diodes 13/, and thusVGnd = 1V. Therefore, the nFETs of the
SRAM cell also experience reverse source-body bias, whmeases nFET;;, within the
SRAM cell.

During active mode, ABC-MTCMOS use Zero-Body Bias (ZBB), and thus ABC-
MTCMOS maintains performance. Meanwhile, during sleep médC-MTCMOS ap-
plies RBB for both pFETs and nFETs. RBB increases thresholdgeieéthout losing
logic state. This increased threshold voltage reducesa@gabower consumption during
sleep mode.

Comparison with prior work using ABC-MTCMOS

The ABC-MTCMOS technique requires an additional supply vatédgoughout the
whole SRAM cell array. More importantly, since the ABC-MTCMOSHeaique needs
to charge large wells (e.g., larger n-wells), ABC-MTCMOS regsisignificant transition
time and power consumption, which the sleepy stack doesasat.rurther, a large electric
field across the transistors may affect reliability [26]n&ly, ABC-MTCMOS achieves
similar leakage power reduction as our sleepy stack teden{$j000X over conventional

CMOS).
4.1.2.4 Gated/,, and gatedénd SRAM cell

Sleep transistors explained in Section 4.1.1.1 can alsesée for SRAM cell design. Us-
ing sleep transistors, the gaté@; SRAM cell blocks pull-up networks from thg,, rail
(PMOS gatedV,;) and/or blocks pull-down networks from th&nd rail (nMOS gated-
Vaa) [54]. The gatedy¥,; SRAM cell achieves low-leakage power consumption from both
the stack effect and highy, sleep transistors. However, this gatég-SRAM cell [54]
loses state when the sleep transistors are turned off. Te@we this problem, Powell et

al. propose the Dynamically Reslzable instruction cache (Bfkche), an integration of
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circuit and architecture techniques [54]. Considering an BRAll, Powell et al. study the
effect of NMOS gated4;,; and pMOS gateds;; in terms of energy, speed and area. (Please
note that Powell et al. use the term “nMOS gaiég- to indicate placing a sleep transis-
tor between the pull-down network axi¢hd; similarly, Powell et al. use the term “pMOS
gated¥V,,” to indicate placing a sleep transistor between the pulhetvork and/;,.) Fig-

ure 9 shows an SRAM cell with nMOS gatéf;. The SRAM cell with nMOS gatedz,

can suppress two kinds of leakage paths: (i) cell leakades@atd (ii)bi t | i ne leakage
paths (see Section 3.2). Note that a pMOS gafgdSRAM cell can be implemented with
small area since the transistors in the pull-up network dBRAM cell uses smaller tran-
sistor widths than the widths of transistors in the pull-dometwork. However, pMOS

gatedV,; cannot suppress the t | i ne leakage paths.
VDD

[ 1 wordline

Gated-VDD
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bitline’ bitline

Figure 9: SRAM cell with nMOS gated4;,

Although the conventional nMOS gaté{; technique lose data, a nMOS gat&g-
technique with carefully sized transistors can retain thgimal data. Agarwal et al. study
the data retention capability of nMOS gat®g technique and propose Data Retention
Gated-Ground Cache (DRG-Cache) [1]. When the nMOS ggjgdransistor in Figure 9
is turned off, the’Gnd node is charged up. If théGnd is not high enough to change the
stored value, the cell will retain its value. Agarwal et alidy various retaining conditions
including temperaturéel/;,, and gate size. However, since thénd node does not hold

value ‘0’ firmly, the DRG-Cache design is vulnerable, and evesmall induced charge
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may change the stored value [21].
Comparison with prior work using gated-V,,

Since SRAM is a memory circuit and prefers to maintain stagsmeluring sleep mode,
the state-saving of the sleepy stack has a great advantag&hewgated-,, technique. The
sleepy stack does not require complex architectural tecteniwhich the DRI cache uses,
to alleviate performance penalty induced by the lost valGesnpared to the DRG-Cache,
the sleepy stack technique is safer in soft errors. If weidenshat even some conventional
caches adopts soft error recovery system [55], technidpa¢ gicrease soft error could limit

the usage.

4.1.2.5 Drowsy Cache
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Figure 10: Drowsy cache

Flautner et al. propose the “drowsy cache” technique thatkesl,;, dynamically [23].
The basic idea behind the drowsy cache is thatifiyevoltage value required to maintain
state is only 1.5%;,; e.g., in 0.07, if V,; = 1V andV,, = 0.2V, then the voltage required
to maintain state i$.3V. Thus, the drowsy cache us&g;, which is 1.5%};,, during
drowsy mode; during active mode, the drowsy cache Usg$= V,,) as shown Figure 10.

For short-channel devices such(®87, channel length devices, leakage power increases
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when drain voltage increases because increased draigeditaers the potential barrier at
the channel region, thereby increasing subthreshold ¢gakarrent. This phenomenon is
called Drain Induced Barrier Lowering (DIBL). Inversely, bywtering the supply voltage
of a short-channel device, subthreshold leakage currenbeasuppressed. The drowsy
cache lowers the supply voltage during drowsy mode and sspps leakage current using
DIBL. To controlbi t | i ne leakage, the drowsy cache adopts highwor dl i ne tran-
sistors. The drowsy cache technique can retain stored tatieakage power reduction of
86% or less (approximately 7X or less).
Comparison with prior work using drowsy cache

The drowsy cache reduces leakage power mainly using the Difigtteand thus the
leakage reduction of the drowsy cache is limited and mucHlenthan the sleepy stack

technique (approximately 7X compared to 100X or more).
4.1.2.6 Body Biasing

Unlike the drowsy cache, which scalgg dynamically, some techniques scélg dynam-
ically using body-bias (-e.g., we have already seen ABC-MTCM®Section 4.1.2.3).
Kim et al. propose Reverse Body-Biasing (RBB) SRAM, which appligmtiee voltage to
a body (i.e., p-well in a deep n-well process) [37]. In deepeiltechnology, each p-well
is formed in an n-well, and thus p-wells are separated franptsubstrate. Using this tech-
nology, Kim et al. avoid having to charge up large p-substeata. RBB SRAM adopts
low-V;, and applies Zero Body-Biasing (ZBB) during active mode whildisgaip V;;, us-
ing RBB during sleep mode. By use of an approach similar to ABC-MTQYIKim et al.
implement RBB for the nMOS transistors of SRAM cells. When RBB idiapgo pMOS,
the leakage reduction achieved is relatively small, aresl®ad is large, and charging and
discharging the p-well consumes large amount of extra gngogn et al. only consider
deep n-well technology, e.g., twin-tub is not consideréthwever, the RBB SRAM tech-

nique still has large latency and overhead due to body béasition, which charges and
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discharges large p-well capacitance. Kim et al. also prepasward Body-Biasing (FBB)
SRAM. FBB applies positive voltage to the body of nNFETs. FBB SRAMas high¥;,,
transistors and uses FBB during active mode to achieve higgdsphile using ZBB during
sleep mode to suppress leakage current [36]. To overcomginbalischarging large p-
substrate, the FBB SRAM technique divides SRAM into subarrgyslopting deep n-well
technology, which isolates p-wells from p-substrate usirvgells.

Comparison with prior work using body biasing

The body biasing techniques typically require chargingdasubstrate or deep n-well
technology, which the sleepy stack does not need. The badymigi technique achieves
up to 72% leakage reduction while our sleepy stack achi@assbe reduction of 100X or
more.

Until now, we explained previous low-leakage techniquest ttan be applicable to
generic logic circuit and/or memory. The low-leakage teghaes can be categorized into
two, (i) state saving, in which out research falls, and (igts destructive. In the next
section, we explain previous work that is related to powdueotion using voltage scaling

and pipelining, approaches which our research also Wwilize

4.2 Power Reduction Research Using Voltage Scaling and
Pipelining Caches

Our Low-Power Pipelined Cache (LPPC), which is one of our doutions (see Chap-
ter 8), uses pipelining and voltage scaling to save dynamneep and/or static power. In
this section, we discuss prior work that reduces power qopsion primarily using either
(i) static voltage scaling (i.e., voltage values are seeatgh time and never change during

circuit operation) or (ii) pipelined caches.
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421 HYPER-LP

Chandrakasan et al. study parallelization and pipeliniogrigues to save power consump-
tion [15]. Parallelization and pipelining increase thrbpgt by means of circuit duplica-
tion and circuit pipelining. Chandrakasan et al. lower sypglitage of circuits to save
power consumption. Lowering supply voltage increaseatimelay. Chandrakasan et
al. lower supply voltage until the throughput returns to tineughput before paralleliza-
tion and/or pipelining. Since switching power consumpti®muadratically proportional
to supply voltage, this method potentially achieves largegr savings while maintain-
ing throughput. However, duplication and/or pipeliningcaits have some drawbacks.
The parallelization technique incurs significant areagase due to duplicated circuits and
wires connecting them, resulting in extra power consunmptidhe pipelining technique
also increases area due to latches between pipeline sthgektches are used to store
intermediate signals).

Although there exist some limitations to using paralldiima and pipelining, the par-
allelization and pipelining techniques have driven powgtiroized high-level synthesis.
Chandrakasan et al. introduce an automated high-level syisteystem, HYPER-LP [14],
which explores concurrency in circuits to reduce the delaghe critical path in circuits
by means of loop unrolling or pipelining. The reduced delagt#es circuits to operate at
a lowerV,,, and thus the lowerety, increases gate delay while reducing power as well.
In high-level synthesis techniques [40], the concurrengylaation is typically used to
reduce a critical path to enhance throughput. On the othed,lthe high-level synthesis
transformations for power optimization typically tradebétween switching capacitance
and voltage, while maintaining throughput [13].

Comparison with prior work using HYPER-LP

HYPER-LP mainly focuses on dynamic power reduction of logrcuwts and does

not consider power reduction of SRAM. Meanwhile, our LPPQuE®s on cache power

reduction.
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4.2.2 Multiple V; and V;;, Optimization

High-level synthesis based on voltage scaling can be egtetal circuits with multiple
supply voltages. A multiple voltage supply system can, f@reple, assign a low supply
voltage (/;4) to non-critical paths while assigning a high supply voitdd;,;,) to critical
paths. The voltage level of each operation unit (each didleof logic circuits) is decided
so that the power is reduced while preserving timing comdsathis is called the Multiple-
\oltage Scheduling (MVS) [16]. Raje et al. propose a behaViervel MVS algorithm that
uses a data flow graph to abstract a system; thus, an algaréhrbe applied to minimize
power consumption at the system or chip level [56].

In a multipled/;; system, the co-existence of multiple voltages in circuggeptially
induces two problems. One is extra wiring needed to promenpply multipleV,, values,
potentially causing large area overhead. The other prold@acement of level converters.
If a V4 gate drives the input of &, gate, the voltage level of the output of thgy
gate is not high enough to drive the input of thg,, gate; thus, if no level converter is
used, the incompletely cut-off pMOS transistor of g, gate may incur static current
flowing from V4, to ground (Gnd). This phenomenon can be prevented by placing a level
converter that shifts the voltage level of thg, gate output td/;,,. These two problems are
potentially serious fol/;; optimization because many extra wires and level convenenrs
be required. Therefore, Johnson and Chang tackle the MV 3gunolith the consideration
of level converters [16], [33].

While [16], [33] and [56] focus on solutions within high-ldv@/nthesis frameworks,
Usami and Horowitz propose clustered voltage scaling, whandles level converter over-
head in gate placement. Clustered voltage scaling minintieesumber of level converters
by clustering gates having the same supply voltage andngagi;, gate clusters before
Vaa gate clusters if possible [69]. Usami et al. also tackle thegment problem of wires
carrying different voltages by placing,;, andV,; wires row-by-row [70]. In placing

gates using different supply voltages, the easier way isaoe);;;, andV,y gates in two
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separate areas, which is called area-by-area placementevdq area-by-area placement
requires long interconnections betweep, andV,, cells. The row-by-row scheme first
places cells without considering voltages and then chotbeesoltage level of each,
wire based on the majority of cells. The cells in a row of aatdintl;; value (e.g. Vi)

are relocated to the nearest row where cells use the 8anfe.g.,Via).

energy
E1 . )
Time constraint
E2 Mz
M2 Slack
» time
d1 do Ei/d1 # E2/d2
energy
Time constraint
E1
E2
M1 M2
. » time
' Yo a
di d2 Ei/d1 = E2/d2

Figure 11: Before (up) and after (down) applying EDR paradigm

Choi et al. propose a new energy minimization metric they némeeEnergy-Delay
Ratio (EDR) paradigm [19]. The EDR paradigm claims that totedrgy consumption is
minimized when the energy-delay ratios of each module aesétme. Choi et al. target
0.25: technology in which switching energy dominates. In Figute moduleM 1 has
energyFE1 and delay/1 while moduleM 2 has energy»2 and delayi2; the top box in Fig-
ure 11 shows the situation prior to applying the EDR paradi§mcedl + d2 is less than
the time constraint, we can distribute the slack, the tinfler@dince between the time con-

straint and circuit delay, to achieve power reduction by mseaf lowering supply voltage.
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The EDR is the metric that can be used to distribute slack wege minimum total en-
ergy consumption as shown in the bottom box in Figure 11. TDR Raradigm is used to
minimize dynamic power by configuring,,, V;, and transistor width.

The techniques mentioned above are primarily concerneld éyihamic power. As
leakage power increases with shrinking feature size, relees consider multipl&;;, val-
ues as a solution. Wei et al. propose dugl-<ircuit optimization, which applies lowér;,
for transistors in critical paths and highéy, for non-critical paths [73]. Roy et al. extend
the problem to multiplé/;; andV;;, optimization to control both dynamic and static power
concurrently [58]. Choi et al. develop a post-layout poweirozation algorithm includ-
ing V4, Vi1, and transistor width based on the EDR paradigm [20]. Dirdllealso propose
Vaiq andV;, assignment algorithm based on the EDR paradigm to reducanigrpower as
well as static power [22]. Although Diril et al. ignore thevé converter issue, Srivastava
et al. propose a multipl&,,;, multiple V;;, assignment algorithm which considers the level
converter issue [63].

Comparison with prior work using multiple V;; and V;;, optimization

Multiple V,, andV};, optimization techniques discussed in this section maimty$ on
power reduction of logic circuits. Meanwhile, our LPPC fees on power reduction of
SRAM. Although multipleV,; andV;;, optimization techniques chandg, without chang-
ing circuit structure to reduce static power, the technsgliscussed in Section 4.1.1 change
circuit structures as well dg,,; as a result, while prioV;;, optimization techniques cannot
save much power for gates on the critical path, our sleegk stpproach for logic circuits

can potentially apply to the critical path as well.
4.2.3 Low-Power Pipelined Cache

Chappell el al. broke down a cache into multiple segments gadiped the segments [17].
Due to the increased parallelism, this pipelined cachenigcie can reduce cache access

delay thus improving performance. However, Chappell el aly address performance,
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and no power reduction technique is mentioned [17].

Agarwal et al. proposed high bandwidth pipelined cache lepking down caches and
placing latches [2]. Although Agarwal et al. give some egegsults, the primary concern
of their work is not to reduce power but to improve performr&anc

Gunadi et al. proposed a bit-slice-pipelined cache to regagver consumption by en-
abling the row decoder only for the necessary subbank [2#@)eliRing is used to offset
the performance degradation due to bit slicing. Howevas, tdchnique only addresses
dynamic power reduction targeting 0;48&chnology in which leakage power is not domi-
nant.

Comparison with prior work relevant to low-power pipelined caches

Prior pipelined caches mentioned above mainly focus oropadnce improvement.
Although Gunadi et al. address power reduction by enablirlg the requested subbank,
they do not use voltage scaling and do not mention leakagepatall. Although Gunadi’s
pipelined cache saves larger dynamic power than our LPPCrevasing static voltage
scaling which can be used together with Gunadi’s pipelirezhe. Meanwhile, our LPPC

can be applicable to static power reduction for SRAM.

4.3 Summary

In this chapter, we discussed previous work related to thepsi stack and LPPC tech-
niques. Sleepy stack generic logic circuits achieve mokeepatatic savings (typically,
10X or more) than the forced stack approach while savingtdagic state (the sleep tran-
sistor technique and the zigzag technique have roughlyl exstaic power reduction as
sleepy stack but unfortunately lose original logic stat@r sleepy stack SRAM cell can
achieve more power savings than high-SRAM cell, ACC and drowsy cache. Further-
more, the sleepy stack SRAM does not require large trangitio® and transition power
consumption unlike ABC-MTCMOS, and the sleepy stack SRAM dodsrequire any
special CMOS process, which body biasing techniques typicadjuire. Finally, there is
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no known prior pipelined cache technique proposed to salalge power consumption
while our LPPC achieves leakage power reduction using cpigiedining, and can even be
combined with sleepy stack as we will show toward the endisfttiesis (Chapter 10).

In the next section, we will discuss the sleepy stack strecamd sleepy stack opera-

tion.
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CHAPTER V

SLEEPY STACK STRUCTURE

In this chapter, we introduce our new leakage power reda¢éiohnique we name “sleepy
stack.” The sleepy stack technique has a combined struofutiee forced stack tech-
nique and the sleep transistor technique. However, untikesteep transistor technique,
the sleepy stack technique retains the exact logic statkg;uanike the forced stack tech-
nique, the sleepy stack technique can utilize hightransistors without 5X (or greater)
delay penalties. Therefore, far better than any prior aggirdknown to this thesis author,
the sleepy stack technique can achieve ultra-low leakagrepconsumption while saving
state.

We first explain the structure of the sleepy stack techniggieguan inverter. Then
we describe the details of sleepy stack operation in actisderand sleep mode. The
advantages of the sleepy stack technique over the forced t#ahnique and the sleep
transistor technique are explored. Finally, we derive adirder delay model that compares

the sleepy stack technique to the forced stack techniqugtenadly.

5.1 Seepy stack approach

In this section, we explain our sleepy stack structure camgado the forced stack tech-
nique and the sleep transistor technique. The details ofldepy stack inverter are de-
scribed as an example. Two operation modes, active modelegy mode, of the sleepy

stack technique are explored.
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Figure 12: (a) Forced stack inverter (left) and (b) Sleep transisteerter (right)

5.1.1 Sleepy stack structure

The sleepy stack structure has a combined structure of thedstack and the sleep tran-
sistor techniques. Although we covered those two techsiqu&ection 4.1.1, we explain
the forced stack and the sleep transistor inverters hetbégurposes of comparison with a
sleepy stack inverter. Figure 12(a) depicts a forced stagrier, and Figure 12(b) depicts
a sleep transistor inverter. The forced stack inverter ksrexisting transistors into two
transistors and forces a stack structure to take advanfabe stack effect; this is shown
in Figure 12(a). Meanwhile, the sleep transistor inverteavan in Figure 12(b) isolates
existing logic networks using sleep transistors. The stakcture in Figure 12(b) saves
leakage power consumption during sleep mode. This sleapistar technique frequently
uses high¥}, sleep transistors (the transistors controlled$and S’) to achieve larger
leakage power reduction.

The sleepy stack technique has a structure merging thedfsteek technique and the
sleep transistor technique. Figure 13 shows a sleepy staeker. The sleepy stack tech-
nique divides existing transistors into two transistorshetypically with the same width
W, half the size of the original single transistor’'s widit, (i.e., W, = W;/2), thus
maintaining equivalent input capacitance. The sleepykstaerter in Figure 13(a) uses
W/L = 3 for the pull-up transistors anid’/ . = 1.5 for the pull-down transistors, while a

conventional inverter with the same input capacitance @osklV/L = 6 for the pull-up
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Figure 13: (a) Sleepy stack active mode (left) and (b) sleep mode {right

transistor and’/ L = 3 for the pull-down transistor (assumipng = 2.,). Then sleep tran-
sistors are added in parallel to one of the transistors ih satof two stacked transistors.
We use half size transistor width of the original transigt@r., we usél/, /2) for the sleep
transistor width of the sleepy stack. Although we Ugg/2 for the width of the sleep tran-
sistor, changing the sleep transistor width may providetexh@l tradeoffs between delay,
power and area. However, in this thesis we mainly focus ofyagpthe sleepy stack struc-
ture with 1V, /2 sleep transistor widths to generic logic circuits and SRAMIevkarying
technology feature size, threshold voltage and temperatalthough for SRAM, where
transistor width is particularly critical and high-impagte do vary all SRAM transistor

widths (including sleep transistors).
5.1.2 Sleepy stack operation

Now we explain how the sleepy stack works during active maoakduring sleep mode.
Also, we explain leakage power saving using the sleepy stakture.

The sleep transistors of the sleepy stack operate simildetsleep transistors used in
the sleep transistor technique in which sleep transist@rsusined on during active mode
and turned off during sleep mode. Figure 13 depicts the gleggrk operation using a
sleepy stack inverter. During active mode (Figure 13(&)} 0 andS’ = 1 are asserted,

and thus all sleep transistors are turned on. This sleegk staucture can potentially
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reduce circuit delay in two ways. First, since the sleepdistars are always on during
active mode, the sleepy stack structure achieves fasteatsig time than the forced stack
structure; specifically, in Figure 13(a), at each sleepsistor drain, the voltage value
connected to the sleep transistor source is always readgnadble at the sleep transistor
drain, and thus current flow is immediately available to thve-1/;;, transistors connected to
the gate output regardless of the status of each transisparallel to the sleep transistors.
Furthermore, we can use highy transistors (which are slow but 1000X or so less leaky),
for the sleep transistors and the transistors paralleléskbep transistors (see Figure 13)
without incurring large delay increase.

During sleep mode (Figure 13(b)y,= 1 andS’ = 0 are asserted, and so both of the
sleep transistors are turned off. Although the sleep tsémis are turned off, the sleepy
stack structure maintains exact logic state. The leakatyection of the sleepy stack struc-
ture occurs in two ways. First, leakage power is suppresgéigh-V;, transistors, which
are applied to the sleep transistors and the transistoadiglap the sleep transistors. Sec-
ond, two stacked and turned off transistors induce the s#fekt, which also suppresses
leakage power consumption. By combining these two effebts steepy stack structure
achieves ultra-low leakage power consumption during steede while retaining exact
logic state. The price for this, however, is increased area.

We will derive an analytical delay model of the sleepy staslerter and compare the
sleepy stack technique to the forced stack inverter in theé section. This analytical
comparison can be skipped if desired. The detailed expetahenethodology and the

results will be presented in Chapter 6.

5.2 Analytical comparison of sleepy stack inverter vs. forced
stack inverter

In this section, the analytical delay model of a sleepy stagkrter are explained and

compared to a forced stack inverter, the best prior stategéeakage reduction technique
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we could find.

5.2.1 Delay model

—CL Cin= Rt ‘Z’ I CL

Figure 14: (a) Inverter logic circuit (left) and (b) RC equivalent circ(right)
Generally the transistor delay of a conventional invertesven in Figure 14 can be
expressed using the following equation:
TdO = CLRt7 (15)

where(', is the load capacitance arig} is the transistor resistance:;, in Figure 14(b)
indicates input capacitance. Although the non-saturatimale equation is complicated,

we can predict the adequate first-order gate delay from kquab [15].

2Rt

Figure 15: (a) Forced stack technique inverter (left) and (b) RC egamatircuit (right)

Now we derive the delay of the inverter with the forced staathhique shown in Fig-
ure 15. Since we assume that we break each existing transittadwo half sized tran-

sistors (see Section 5.1.1), the resistance of each transisthe forced stack technique
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is doubled, i.e.2R;, compared to the standard inverter; furthermore, in thig wa can
maintain input capacitance equal to Figure 14(b). In FigiseC,, is internal node ca-
pacitance between the two pull-down transistors. Usingelheore equation [72], we can

express the delay of the forced stack inverter as follows:

le == (2Rt —|— 2Rt)CL —|— 2Rt0xl (16)

== 4RtCL + 2RtCm1. (17)

Similarly, we can depict the sleepy stack inverter and its B@walent circuit as shown
in Figure 16. Two extra sleep transistors are added and éagitsansistor has a resistance
of 2R, (as discussed in Section 5.1.1, please note that increakrg transistor width
reduces the sleep transistor resistance further — howlevers continue with the approach

of Section 5.1). The internal node capacitanc€is

— R Z

¢ Tiower Tupper
|

Figure 16: (a) Sleepy stack technique inverter (left) and (b) RC eqaiMatircuit (right)

Using the EImore equation, we can derive the transistorydafidhe sleepy stack in-

verter as follows:

Tee = (2R + R)Cp + RiChyo (18)

= 3RtCL + RtCIQ. (19)

We assume that the internal node capacitarigels 50% larger thart’,; because”,»

is the capacitance from three transistors connected whilas the capacitance from two
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transistors connected. Then

RtCQ;Q = 15thac1 (20)

Td2 - BRtCL -+ 15thzl = szl- (21)

Therefore, T, is 25% faster thafi;; if we use the sam#&);; andV/,;, for the forced stack
inverter and the sleepy stack inverter. Alternatively, waynmcreasé’;;, of the sleepy stack
inverter and make the delay of the sleepy stack inverter badlélay of the forced stack
inverter the same.

Let us take an example. Using Equation 14 (see Section 8&)ealay of the forced

stack (;1) and the delay of the sleepy stadk,{) can be expressed as follows:

Vad
T = Ki—mmM— 22
0 V= Vi) (22)
Ty = KQL (23)

(Viada — Vinz)®
where K; and K, are delay coefficients of the forced stack inverter and thepst stack
inverter, respectively. When the threshold voltage of tledd stacKk/;;,; is the same as the
threshold voltage of the sleepy stalck., we calculatel, = 0.75K; from Equation 21. If
we assume that = 1.3, V; = 1V, andV, = 0.25V, we can makd;; equal to7,; by
applyingV;,2 = 0.423, which is 69% higher than thg,,; of the forced stack inverter. This

higherV;;, can potentially result in large leakage power reductiog.(6.0X).

5.3 Summary

In this chapter, we introduced the sleepy stack techniquie&kage power reduction. By
combining the forced stack technique and the sleep tramgesthnique, the sleepy stack
can achieve smaller transistor delay than the forced ststinique while retaining state
unlike the sleep transistor technique. The main advantagleeosleepy stack approach
is the ability to use high4; for both the sleep transistors and the transistors in ggrall

with the sleep transistors. The increased threshold weltemsistors of the sleepy stack
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technique potentially brings much largerJ0X) leakage power reduction than the forced
stack technique while achieving the same transistor déleyn the analytical model of the
sleepy stack inverter, we observe that the sleepy stacki@nvean reduce delay by 25%,
which alternatively can be used to incredgg by 69%. Using this increased threshold
voltage, the sleepy stack inverter can potentially achéelage (e.g., 10X) leakage power
reduction compared to the forced stack inverter.

In this chapter, we explained the sleepy stack structureskampy stack operation. We
also described a first order delay model of the sleepy stdelagp note that all power
and delay results reported are based, however, on HSPICHe Imext chapter we apply
the sleepy stack structure to generic logic circuits andR&M, explaining in detail our

methodology.
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CHAPTER VI

APPLYING SLEEPY STACK

In chapter 5, we explained our new low-leakage “sleepy Statrkicture. Furthermore,
we explore various circuit applications of the sleepy stwhnique. We largely cate-
gorize the applications into two kinds: generic logic citstand memory circuits, i.e.,
SRAM. The generic logic circuits — including inverter, NANROR and full adder gates —
are implemented using state-saving as well as state-dé@s&low-leakage techniques for
empirical evaluation. We will explain our detailed expeemtal methodology. We then ex-
plore various implementations of the sleepy stack SRAM celdlexplain the experimental

methodology we apply to the SRAM cell.

6.1 Applying sleepy stack to logic circuits

In this section, we first explain target benchmark circwitsusing on generic logic to eval-
uate our sleepy stack technique. Then we explain low-leakachniques we consider for
purposes of comparison. Although the basic ideas of the aoaatechniques have been
covered in Section 4.1, this section will give detailed stnoe with transistor sizing for
each prior technigue to be compared to our sleepy stack aplpré-inally, we explain ex-
perimental methodology that we used to compare our tecbrtmthe previous techniques

we consider.
6.1.1 Benchmark circuits

We apply the sleepy stack technique to various generic loggaits to show that the sleepy
stack technique is applicable to general logic design. Vd@sh three benchmark circuits:

(i) a chain of 4 inverters, (ii) a 4:1 multiplexer and (iii) abdt adder.
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6.1.1.1 A chain of 4 inverters

Figure 17: Chain of 4 inverters

A chain of 4 inverters shown in Figure 17 is chosen because\atter is one of the
most basic CMOS circuits and is typically used to study circharacteristics. We size
each transistor of the inverter to have equal rise and faksi in each stage. Instead of
using the minimum possible size of the transistor in a giemmmhology, we usé/’/L = 6
for PMOS andiV/L = 3 for the NMOS. Please refer to Figure 55 in Appendix A for a
layout of the chain of 4 inverters in TSMC 0/&echnology using the widths shown in
Figure 17; note that in Figure 55 all pMOS transistors hdve= 1.08; andL = 0.18u
while all nMOS transistors havé” = 0.54,, and L = 0.18u.

%gip»}
Al Z%ilb
S1 Z‘&_ ol

Figure 18: 4:1 multiplexer
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6.1.1.2 4:1 multiplexer

A possible implementation of a 4:1 multiplexer is shown igle 18, in whichl,-13 are
input signals,S; andS; are selection signals, ard is an enable signal. The multiplexer
consists of inverter, 2-input NAND and 2-input NOR gatesl gsltes are size to have rise
and fall times equal to an inverter with PMOB/L = 6 and NMOSIV/L = 3. Although
the 4:1 multiplexer shown in Figure 18 is not the most effitiay to implement a 4:1
multiplexer, we use the design of Figure 18 to show that teest stack can be applicable
to a combination of (a logic network of) typical CMOS gatesed3e refer to Figures 65
and 66 in Appendix B for NAND and NOR layouts used in this 4:1ltiplexer.

6.1.1.3 4-bit adder

By use of the one bit full adder shown in Figure 19, we implengendtbit adder. A full

adder is an example of a typical complex CMOS gate. In Figure 8&db are two inputs

aAC{ Wi/L=12 b—(* WiL=12 04(3{ WiL=12

Figure 19: 1-bit full adder
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andc is a carry input.Carry andSum are outputs. The transistor sizing of the full adder
is noted in Figure 19. Please refer to Figure 60 in AppendiriGHe full adder layout we
use.

These three benchmark circuits (chain of 4 inverters, 4:ltiphexer and 4-bit adder)
designed in a conventional CMOS structure are used as ourchase In the next section
we explain the low-leakage techniques we compare to ouplstack technique. These
three benchmark circuits are also implemented using thddakage techniques explained

in the next section, Section 6.1.2.
6.1.2 Prior low-leakage techniques considered for compagon purposes

The sleepy stack technique is compared to a conventional Cefp&ach, which is our
base case, and three other well-known previous approacbeshe forced stack, sleep
and zigzag techniques explained in Section 4.1.1. Furtbexnwe additionally consider
a highy/,;, technique where all transistors are made to be Righthis is another typical

state-of-the-art approach to reduce leakage power cortgump
6.1.2.1 Base case and high

In this thesis we use the phrase “base case” to refer to theentianal CMOS technique
shown in Figure 20 and described in a classic textbook by &est Eshraghian [74].
Figure 20 shows a pull-up network and a pull-down networkgsis few transistors as

R

Pullup
Network
A

Pullup
Network
B

——

Figure 20: Base case
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possible to implement the Boolean logic function desirede Bhse case of a chain of 4
inverters is sized as explained in Section 6.1.1.1. The base of a 4:1 multiplexer is
sized as explained in Section 6.1.1.2. The base case oftaadider is sized as explained
in Section 6.1.1.3.

For the high¥/;, technique, we use the same circuit structure and transviddins as the
base case for the benchmark circuit, but we use Mighransistors instead of the loW,

transistors used in the base case.

6.1.2.2 Sleepy stack technique

WiL=3

[W/L=6 Ad bg —r
s

L=3
Pullup
Network
A

Pullup

Network
:

Figure 21: Sleepy stack

Figure 21 shows the sleepy stack technique applied a caamahtCMOS design.
When we apply the sleepy stack technique, we replace eadmngxignsistor with two
half sized transistors and add one extra sleep transis&ii@asgn in Figure 21. If dual4,
values are available, high, transistors are used for sleep transistors and transttars

are parallel to the sleep transistors.
6.1.2.3 Forced stack technique

Figure 22 shows the forced stack technique, which forcesek sttructure by breaking
down an existing transistor into two half size transista#en we apply the forced stack
technique, we replace each existing transistor with twb $iaéd transistors as shown in

Figure 22.
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Figure 22: Forced stack

6.1.2.4 Sleep transistor technique

The sleep transistor technique shown in Figure 23 uses sig@egstors between bothy,
and the pull-up network as well as betwe@nd and the pull-down network. Generally,
the width/length {17/ L) ratio is sized based on a trade-off between area, leakadgetien
and delay. For simplicity, we size the sleep transistor ®dize of the largest transistor
in the network (pull-up or pull-down) connected to the slémmsistor. The size noted in
Figure 23 shows an example when the sleep transistors alie@ppone of the inverters
from Figure 17. The pMOS and nMOS sleep transistors hayé = 6 andW/L = 3,
respectively, because the size of the pull-up and pull-doansistors in Figure 17 are
W/L =6 andW/L = 3, respectively. If dual, values are available, highy, transistors

are used for sleep transistors.

S

Pullup
Network
A

Pullup
Network
B

S'—{ Evisa

Figure 23: Sleep
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6.1.2.5 Zigzag technique

—‘— S‘d Ev;s

Pullup Pullup
Network Network
A A
Pullup Pullup
Network Network
B B

- 57 &

Figure 24: Zigzag

The zigzag technique in Figure 24 uses one sleep transiséach logic stage either in
the pull-up or pull-down network according a particularanpattern. In this thesis, we use
an input vector that can achieve the lowest possible leagager consumption. Then, we
either assign a sleep transistor to the pull-down netwotkafoutput is ‘1’ or else assign
a sleep transistor to the pull-up network if the output is F@r Figure 24, we assume that
the output of the first stage is ‘1’ and the output of the secsiagde is ‘0’ when minimum
leakage inputs are asserted. Therefore, we apply a pullkébsep transistor for the first
stage and a pull-up sleep transistor for the second stageilaBito the sleep transistor
technique, we size the sleep transistors to the size of tgedatransistor in the network
(pull-up or pull-down) connected to the sleep transistdre Transistor sizing in Figure 24
shows an example where the zigzag technique is applied taniweoters from Figure 17.
If dual-V},, values are available, highy, transistors are use for the sleep transistors.

The low-leakage techniques explained in this section,i@eét1.2, are implemented
using the three benchmark circuits described in Sectiorl6.1n the next section, we

explain our experimental methodology.
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6.1.3 Experimental methodology

The implemented circuits are simulated to measure delayep@nd area. For power mea-
surement, we consider both dynamic power and static powefirgf explain experimental

infrastructure, and then we explain detailed measuremetttadology.

6.1.3.1 Simulation setup

NCSU Cadence
Layout design kit
(Cadence Virtuoso) 9

TSMC 0.18p

Schematics
from layout

HSPICE o 152\13;1

(Synopsys HSPICE) 0.10y1, 0.071
Power and delay

estimation

Scaling down

A 4

Area estimation

Tech. | 0.07u | 0.10pu | 0.13p | 0.18p
Voo 0.8V 1.0V 1.3V 1.8V

Figure 25: Experimental methodology

We use an empirical methodology to evaluate the five teckesiquhich are the base
case, zigzag, sleep, stack and sleepy stack techniques deachmark circuit imple-
mented using each of the five techniques is evaluated in tefrdslay, dynamic power,
static power and area. Our experimental procedure, whichasvn in Figure 25, is as
follows. We first design each target benchmark circuit witiche specific technique us-
ing Cadence Virtuoso, a custom layout tool [11], and the N@dholina State University
(NCSU) Cadence design kit targeting TSMC Quli8chnology [48]. When we design a
circuit using Cadence Virtuoso, we implement schematics ek ag layouts. Then we
extract schematics from layout to obtain transistor ctraeitlists. The extracted netlists

are fed into the HSPICE simulation to estimate delay and poivére target benchmark
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designed with a specific technique; we use Synopsys HSPIQJE [65

We use TSMC 0.18parameters obtained from MOSIS [66], and we also use the Berke
ley Predictive Technology Model (BPTM) parameters for thehtelogies below 0.18in
order to estimate the changes in power and delay as technsitomks [7, 12]. The chosen
technologies, i.e., 0.7 0.1Qu, 0.13: and 0.1&, use supply voltages of 0.8V, 1.0V, 1.3V
and 1.8V, respectively. We assume that only a single supptage is used in the chip de-
signs we target. We do consider both single- and dgatechnology for the sleep, zigzag
and sleepy stack techniques. For the forced stack technigiapply hight;, to one of
the stacked transistor while fixing the technology to @.@F observe delay and leakage
variations (we find that highs, causes dramatic — greater than 5X — delay increase with
the forced stack technique — see Section 7.1.2). For the ogiuits, we set all high4,

transistors to have 2.0 times higHgy, than thel};, of a normal transistor (low4;,).
6.1.3.2 Delay

We measure the worst case propagation delay of each benchimgut vectors and input
and output triggers are chosen to measure delay acrossraaiieait’s critical path. The
propagation delay is measured between the trigger inpw szlching 50% of the supply
voltage value and the circuit output edge reaching 50% ostipply voltage value. Input
waveforms have a 4ns period (i.e., a 250 MHz rate) and risdainiimes of 100ps.

For the chain of 4 inverters, we measure two different pragiag delay values: one
when an input goes high and another when an input goes lowakéethe larger value as
the worst case propagation delay of the chain of 4 inverters.

For the 4:1 multiplexer, we measure the worst case propagdelay of the patty;-
Inv-NAND-NOR-NOR-NAND-output shown in Figure 26 (note thaveral other paths
exist with equal delay). We measure this critical path delagn the output changes from
‘0’ to ‘1. To generate this signal transition, we pick i@tiinput values ag, = 1, S; = 1,

E=1,1, =0,1, =0, I3 =0, andS, = 0 as shown in Figure 27; the result is that the
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Figure 26: 4:1 multiplexer critical path

To

I1-13

S1

So

Output

Delay
Figure 27: Input/output waveform for 4:1 multiplexer
output is equal to ‘0" Then we sét = 0 to make the output equal to ‘1.’ We measure the
propagation delay between the falling edgeSofand the rising edge of the output.

We form a 4-bit adder as shown in Figure 28 using four 1-bitddders all of which

are identical in size. The critical path of our 4-bit addethis pathB, — C,.:0 — Cin1 —
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Figure 28: Inputs of 4-bit adder for critical path delay measurement

Cout1 — Cina — Cousa — Cinz — Couso — Cint — Sums. To measure the worst case propagation
delay, we initially force input signals as shown in Figure 2Z8en we asserB, = 1 and

measure the delay frofd, to Sums.
6.1.3.3 Active power

Active power is measured by asserting semi-random inpubvgeand calculating the aver-
age power dissipation during this time. Input vectors amseh so that a large number of
possible input combinations are included in the set. We tia@verage power dissipation
reported by HSPICE as our estimate of active power consumpfibis active power in-
cludes dynamic power as well as static power during the timenwasure. However, we do
not subtract out static power consumption to calculate gyreamic power consumption;
instead, we use this power consumption as active power ogutgan. All sleep transis-
tors are turned on when we measure active power for the stéggag and sleepy stack
techniques.

We measure the active power of the chain of 4 inverters byrtasgél’ and ‘0’ repeat-
edly. For the 4:1 multiplexer, the input vectors are chosaepresent a sample of possible
inputs, with a change of at least four of the seven input hitssary input change. For the
4-bit adder, we assert input vectors covering every passifgut. The waveform in Fig-
ure 29 shows input vectors asserted for each one bit addergwvifne input vector changes
in every 4ns. Please note that we use the same signal timiilg wé scaling technology

from 0.18: to 0.07u. We do not customize signal timing to each particular tetimo
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Cout

Figure 29: Waveforms of 1-bit adder for dynamic power measurement

(e.g., 0.13) because in this way we can observe the effect of technologing on a fixed
clock. However, we are aware that reducing cycle time aloitly technology feature size

is possible and may reveal additional insights and tradeoff
6.1.3.4 Static power

We also use HSPICE to measure static power consumption. Siatie power varies ac-
cording to input state, we consider either a full combinmatd input vectors or subset of
possible input combinations. When we measure static poveefiyst assert an input vector
and measure power consumption after signals become stagledfter 30ns). Each mea-
sured static power consumption over 30ns is averaged teedstiatic power consumption
of each benchmark.

For the chain of 4 inverters, we consider two input vectorsatdid ‘0." For the 4:1
multiplexer, we choose eight input vectors out of 128 pdesipput combinations. The
chosen input combinations are shown in Table 4. For the éduer, all eight possible
input vectors of a full adder are considered for leakage pomeasurement.

The sleep transistors of the sleep, zigzag, and sleepy stabkiques are turned off
during sleep mode in which we measure the leakage power ogign. For the zigzag
technique, we take the lowest static power dissipatioreatsdf averaging each measured

power result for each input tested; in short, we assume lieazigzag technique applied
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Table 4: Input sets for a 4:1 multiplexer static power measurement
I | L[B[E[S]S%][F]
0 0{0|0]O0

I
0
0
0
0
0
0
0
1

R R R PR R ko
R R R R Rolo
R R RRololo
R RO OO0 O
R R R Rrololo
R O R| Rk ko

an input vector that achieves the lowest possible leakagepby analyzing circuitry as

explained in Section 4.1.1.2 and Section 6.1.2.5.
6.1.3.5 Area

The area of the 0.1}8technology version of each target circuit in a particulasige style
(e.q., zigzag) is measured using layout. For a chain of 4riexeand a 4-bit adder, we
directly measure from an actual full layout we did for eacke(®\ppendices A and B).
For a 4:1 multiplexer, we directly measure the area of thegased (i.e., NAND, NOR
and INV — see Appendix C) and estimate total area. Althouglgtties used to build the
4:1 multiplexer, i.e., NAND, NOR, and INV, have different ghts, we assume that all
gates have identical height to use the safpeandGnd rails. Therefore, we estimate area
of the 4:1 multiplexer by multiplying the height of the tadtegate and the sum of all gate
widths. For example, if we use an INV (width=@Q.5height=1:), a NAND (width=0.5.,
height=1.2:) and a NOR (width=0.b, height=1.4:), then the area is 2.8.

Area when utilizing technologies below 0,18 estimated by scaling the area of each
benchmark layout for each particular design style where TIM & technology is taken
as a starting point. We add 10% area overhead in order tod®mson-linear scaling
layers, e.g., a particular metal layer. For example, if @aaf 10Qun? is measured for a
particular layout in the TSMC 0.18process, we estimate the area for a @.pBcess to be

100um? x (0.13%/0.18%) x 1.1. To estimate area of layouts usidig 34, 0.10 and0.07p
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technologies, we do not take into account extra area neededre gates (even though
needed, e.g., to connect the gates comprising the 4:1 thexiipor the 1-bit adders into
4 bits)), but the absence of a wiring penalty equally affetitéechniques considered (i.e,

base case, sleep, zigzag, forced stack and sleepy stack).
6.1.3.6 Experiments

We perform two different experiments. We first compare tleegy stack to the base case
and three well-known techniques, i.e., sleep, zigzag, arcktl stack, while scaling tran-
sistor technologies. For this experiment, we use all thesebmark circuits explained in
Section 6.1.1.

Second, we compare the sleepy stack technique only to tieesstaing techniques, i.e.,
the forced stack technique and the high-technique. At this time we consider varioys
values, various transistor widths and two different terapges. We exclusively use a
chain of 4 inverters for this experiment. For the base cagevawyV;, of all transistors.
For the forced stack technique, we vary, of transistors connected to eithegj; or Gnd.
For the sleepy stack technique, we vty of sleep transistors and transistors in parallel
with the sleep transistors. We use the “Delvto” option of HIP to changeV;,. We
also consider two different temperatures because leakagergs highly dependent on
temperature. The two temperatures 25eC’ and110°C. The experimental results of the
generic logic circuits will be presented in Section 7.1.

In this section, Section 6.1, we explained the applicatibsleepy stack to generic
logic circuits. We further explained our experimental noetblogy. In the next section, we

explain sleepy stack SRAM and associated experimental riekbgy.

6.2 Applying sleepy stack to SRAM

We apply sleepy stack principles to SRAM cell design. We atersiour different versions

of a sleepy stack SRAM cell to observe delay, area, and poaéeaffs. For purposes of
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comparison, we also consider two other state-saving lakdge SRAM techniques, which

are the hight};, SRAM cell and the forced stack SRAM cell.

6.2.1 Sleepy stack SRAM structure

wordline

_wordline
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leakage leakage

leakage

Figure 30: SRAM cell and leakage paths

We design an SRAM cell based on the sleepy stack techniquecdreentional 6-T
SRAM cell consists of two coupled inverters and twar dl i ne pass transistors as shown
in Figure 3, repeated here as Figure 30 for convenience e $imecsleepy stack technique
can be applied to each transistor separately, the six stansican be changed individually.

However, to balance current flow (failure to do so potentiaicreases the risk of soft

errors [21]), a symmetric design approach is used.

Table 5: Sleepy stack technique on a SRAM cell

Combinations cell Ieakage bitline Iegkage
reduction reduction
Pull-down (PD) sleepy stack medium low

Pull-down (PD), wordline (WL) sleepy stack ~ mediun

thig
Pull-up (PU), pull-down (PD) sleepy stach high low
Pull-up (PU), pull-down (PD), . .
wordline (WL) sleepy stack high hign

We already discussed the two main types of subthresholddmakurrents in a 6-T
SRAM cell in Chapter 3. It is very important when applying theegly stack technique to
consider the various leakage paths in the SRAM cell. To addfeseffect of the sleepy
stack technique properly, we consider four combinatiorttefsleepy stack SRAM cell as

shown in Table 5. In Table 5, “Pull-Down (PD) sleepy stack’ang that the sleepy stack
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Figure 31: Sleepy stack SRAM cell

technique is only applied to the pull-down transistors o&&AM cell as indicated in the
bottom dashed box in Figure 31. “Pull-Down (PRhr dl i ne (WL) sleepy stack” means
that the sleepy stack technique is applied to the pull-doamsistors as well agor dl i ne
transistors. Similarly, “Pull-Up (PU), Pull-Down (PD) glpy stack” means that the sleepy
stack technique is applied to the pull-up transistors aedtiil-down transistors (burtot

to thewor dl i ne transistors) of an SRAM cell. Finally, “Pull-Up (PU), Pulletvn (PD),
wor dl i ne (WL) sleepy stack” means that the sleepy stack techniqueplkegito all the
transistors in an SRAM cell.

The PD sleepy stack can suppress some part of the cell leakéggnwhile, the PU,
PD sleepy stack can suppress the majority of the cell leakdgeever, without applying
the sleepy stack technique to ter dl i ne (WL) transistorspi t | i ne leakage cannot
be significantly suppressed. Although lying in thiet | i ne leakage path, the pull-down
sleepy stack is not effective to suppress hoithi | i ne leakage paths because one of the
pull-down sleepy stacks is always on. Therefore, to sugpsabthreshold leakage current
in a SRAM cell fully, the PU, PD and WL sleepy stack approach se¢edbe considered as

shown in Figure 31.
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Figure 32: Sleepy stack SRAM cell layout

The sleepy stack SRAM cell design results in area increasaulseof the increase in
the number of transistors. However, we halve the transigitth of a conventional SRAM
cell to make a sleepy stack SRAM cell and thus the area incoédise sleepy stack SRAM
cell not necessarily directly proportional to the numbetrafsistors. Halving transistor
width is possible when halved transistor width is largenthaminimum transistor width.
Unlike the conventional 6-T SRAM cell, the sleepy stack SRAM @juires the routing
of one or two extra wires for the sleep control signal. We amdg metal 1 and metal 2
layers for routing as shown in Figure 32 because we assun# lagtrs above metal 2 are

reserved for global routing. Further, the sleepy stack SRANIis designed to abut easily.
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6.2.2 Methodology

To evaluate the sleepy stack SRAM cell, we compare our teaerig (i) using hight;,
transistors as direct replacements for [bjy-transistors (thus maintaining only 6 transis-
tors in an SRAM cell) and (ii) the forced stack technique [4%E choose these tech-
niques because these two techniques are state savinggeebnithout high risk of soft
error [21]. Although Asymmetric-Cell SRAM explained in Sexti4.1.2.2 is also a state-
saving SRAM cell design, we do not consider Asymmetric-Cell 8R#ecause we assume
that our SRAM cells are filled equally with ‘1s” and ‘0s.” Thsnot the condition that ACC
prefers, and thus leakage power savings of ACC are smalleitiieehighy;, SRAM cell,
which uses high4,, for all six transistors.

We first layout SRAM cells of each technique, i.e., the conesatl 6-T SRAM cell,
the forced stack SRAM cell and the sleepy stack SRAM cell. hubtef starting from
scratch, we use the CACTI model for the SRAM structure and tsémrssizing [57]. We
use NCSU Cadence design kit targeting TSMC 0.1é&chnology [48]. By scaling down
the 0.18: layout, we obtain 0.0 technology transistor level HSPICE schematics [53], and
we design a 64x64bit SRAM cell array. Please refer to Appebdfer layouts of these
various SRAM cells with different techniques in TSMC O.di&chnology.

We estimate area directly from our custom layout (see Appedpusing TSMC 0.1
technology and scale t@ 13y, 0.10 and0.07x using the same approach (with 10% araa
penalty) as described in Section 6.1.3.5. We are awareghisti exact, hence the word
“estimate.” We also assume the area of the SRAM cell with Rightechnique is the
same as low¥,;. This assumption is reasonable because higlcan be implemented by
changing gate oxide thickness, and this almost does nattadfea at all. We estimate
dynamic power, static power and read time of the SRAM cell gi$#SPICE simulation
with Berkeley Predictive Technology Model targeting Q:.Q€chnology [7]. The read time
is measured from the time when an enabded dl i ne reaches 10% of th&,, voltage to

the time when eithdpi t | i ne orbi t | i ne’ drops from 100% of the precharged voltage
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to 90% of the precharged voltage value while the other resnhaigh. Therefore, one of
thebi t | i ne signal remains alt;;, and the other is 0.9%,. This 10% voltage difference
betweerbi t| i ne andbi t|i ne’ is typically enough for a sense amplifier to detect the
stored cell value [6]. Dynamic power of the SRAM array is meaduduring the read
operation with cycle time of 4ns. Static power of the SRAM eetheasured by turning off
sleep transistors if applicable. To avoid leakage powersammegment biased by a majority
of ‘1’ versus ‘0’ (or vice-versa) values, half of the celleaandomly set to ‘0, with the
remaining half of the cells setto ‘1.

We compare the sleepy stack SRAM cell to the conventional &AM cell, high-V;;,
6-T SRAM cell and forced stack SRAM cell. For the “high," technique and the forced
stack technique, we consider the same technique comhasatie applied to the sleepy

stack SRAM cell — see Table 5 in Section 6.2.1.

Table 6: Applied SRAM techniques

Technique
Casel | Low-Vth Std Conventional 6T SRAM
Case2 | PD high-Vth High-Vth applied to PD
Case3 | PD, WL high-Vth High-Vth applied to PD, WL
Case4 | PU, PD high-Vth High-Vth applied to PU, PD
Case5 | PU, PD, WL high-Vth High-Vth applied to PU, PD, WL
Case6 | PD stack Stack applied to PD
Case7 | PD, WL stack Stack applied to PD, WL
Case8 | PU, PD stack Stack applied to PU, PD
Case9 | PU, PD, WL stack Stack applied to PU, PD, WL
CaselO | PD sleepy stack Sleepy stack applied to PD
Casell | PD, WL sleepy stack Sleepy stack applied to PD, WL
Casel2 | PU, PD sleepy stack Sleepy stack applied to PU, PD
Casel3 | PU, PD, WL sleepy stacd  Sleepy stack applied to PU, PD| WL

To properly observe the techniques, we compare 13 diffessds as shown in Table 6.
Casel is the conventional 6-T SRAM cell, which is our base c@sses 2, 3, 4 and 5 are
6-T SRAM cells using the highs, technique. PD high4,, is the high¥}, technique ap-
plied only to the pull-down transistors. PD, WL highy is the high¥};, technique applied

62



to the pull-down transistors as well as to th@r dl i ne transistors. PU, PD highy, is the
high-V;;, technique applied to the pull-up and pull-down transistéMd, PD, WL high¥;,
is the high¥};, technique applied to all the SRAM transistors. Cases 6, 7, Dare 6-T
SRAM cells with the forced stack technique [47]. PD stack esfibrced stack technique
applied only to the pull-down transistors. PD, WL stack isfimeed stack technique ap-
plied to the pull-down transistors as well as to W dl i ne transistors. PU, PD stack is
the forced stack technique applied to the pull-up and poasdtransistors. PU, PD, WL
stack is the forced stack technique applied to all the SRANKistors. Please note that we
do not apply high¥}, to the forced stack technique because the forced stack SRAM wi
high-V;;, incurs more than 2X delay increase. Cases 10, 11, 12 and 1Beafeur sleepy
stack SRAM cell approaches as listed in Table 5. For the slstgmk, highy, is applied
only to the sleep transistors and the transistors parallile sleep transistors as shown in
Figure 31.

The experimental results regarding SRAM leakage resultsheilpresented in Sec-

tion 7.2.

6.3 Summary

In this chapter, we explore two applications of the sleepglstapproach: sleepy stack
logic circuits and sleepy stack SRAM. For the sleepy staciclogcuit evaluation, we take
a chain of 4 inverters, a 4:1 multiplexer and a 4-bit adderexscbmark circuits. Then
we compare six different techniques, i.e., base case, Higtsleep, zigzag, forced stack,
and sleepy stack. We use HSPICE for performance evaluatmnpower consumption
and delay. We estimate area using layout. Then we explaislé®epy stack SRAM cell
and two other techniques, i.e., the higli- SRAM cell and the forced stack SRAM cell.
Furthermore, we explain detailed experimental methodolog

In the next section, we will explain experimental resultagshe methodology explain

in this section.
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CHAPTER VII

SLEEPY STACK EXPERIMENTAL RESULTS

We compare the sleepy stack technique to a number of keykwelWn low-leakage tech-
niques. We first explore the experimental results for gdhagec circuits. Then we explore

the experimental results for SRAM cell design.

7.1 Experimental resultsfor general logic circuits

In this section, we explain the experimental results foregerogic circuits. We utilize the

three logic designs presented in Section 6.1.
7.1.1 Impact of technology scaling

First we explore the impact of technology scaling. Figurds 3 and 35 show the ex-
perimental results for the chain of 4 inverters (see Sediidnl.1), 4:1 multiplexer (see
Section 6.1.1.2), and 4-bit adder (see Section 6.1.1.8urés 33, 34 and 35 show results
from 0.18y t0 0.07u. We considered five different techniques: base case (stima-V;;,
CMOS), forced stack, sleep, zigzag, and sleepy stack. Ptedsdhat in Figures 33, 34
and 35, a **' next to a techniqgue name means that the techmigqgemplemented utilizing
high-V;,, transistors appropriately.

We can observe from Figures 33(a), 34(a) and 35(a) that gta#ver increases as tech-
nology feature size shrinks. We can also observe from Feg8¢b), 34(b) and 35(b) that
dynamic power decreases as technology feature size shrkally, we can observe from
Figures 33(c), 34(c) and 35(c) that propagation delay dsa®as technology feature size
shrinks.

Let us focus on the singl®;, 0.07u technology implementation of each benchmark
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(a) Static power (W)

(b) Dynamic power (W)
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Figure 33: Results for a chain of 4 inverters (*dui,)
Table 7: Results for a chain of 4 inverters (007
A chain of 4 inverters Propagation delay (s) Static 8wer (W) | Dynamic Power (W) [ Area (12)
Base case 7.05E-11 1.57E-08 1.34E-06 5.23
Forced stack 2.11E-10 9.81E-10 1.25E-06 5.971
Sleep 1.13E-10 2.45E-09 1.39E-06 10.671
ZigZag 1.15E-10 1.96E-09 1.34E-06 7.39
Sleepy Stack 1.45E-10 1.69E-09 1.08E-06 9.09
Sleep (dual Vth) 1.69E-10 4.12E-12 1.46E-06 10.6}
ZigZag (dual Vth) 1.67E-10 4.07E-12 1.39E-06 7.39
Sleepy Stack (dual Vth) 1.99E-10 4.56E-12 1.09E-06 9.08

shown in Tables 7, 8 and 9: we see that our sleepy stack appvwattsingled;;, results
in leakage power roughly equivalent to the other three lgekaduction approaches, i.e.,
forced stack, sleep and zigzag when each uses singleechnology. Compared to the

sleep and zigzag approaches, which do not save state, #py sitack approach results in
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up to 68% delay increase and up to 138% area increase. Fudhercompared to the
forced stack approach, which saves state, the sleepy gtackach results in up to 118%
area increase, but the sleepy stack is up to 31% faster. WMeugcommend the sleepy stack
approach with singlé4, when state-preservation is needed, djalis not available, the
speedup over forced stack is important and the area pewoalsjefepy stack is acceptable.

(a) Static power (W) (b) Dynamic power (W)
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Figure 34: Results for a 4:1 multiplexers (*du&t;)

In addition to singleV,;, technology, the zigzag, sleep and sleepy stack approaches
are also implemented using dug}; technology in which high4, transistors are used
as explained in Sections 6.1.2.2, 6.1.2.4 and 6.1.2.5. Cadga the sleep and zigzag
approaches with using du&ly, technology, the sleepy stack approach can save state. This

is a main advantage of the sleepy stack over the sleep amalzigehniques.
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Table 8: Results for a 4:1 multiplexers (0.0Y

4:1 multiplexer Propagation delay (s) Static Power (W)| Dynamic Power (W) | Area {12)

Base case 1.39E-10 8.57E-08 2.49E-06 50.17
Forced stack 4.52E-10 6.46E-09 2.14E-06 57.4D

Sleep 1.99E-10 1.65E-08 2.10E-06 74.11

ZigZag 2.17E-10 1.36E-08 2.54E-06 74.36
Sleepy Stack 3.35E-10 1.09E-08 2.18E-06 125.33
Sleep (dual Vth) 2.87E-10 2.41E-11 2.15E-06 74.11

ZigZag (dual Vth) 3.28E-10 3.62E-11 2.59E-06 74.34

Sleepy Stack (dual Vth) 4.84E-10 3.20E-11 2.09E-06 325.
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Figure 35: Results for a 4-bit adders (*du&l;,)

Let us compare in.07u technology the state-saving techniques, which are thedzesse
with singleV;;, forced stack with singl&}, and sleepy stack with dudg,, highlighted as
shaded rows in Tables 7, 8 and 9. The results from a chain ofetters in Table 7 shows

that the sleepy stack achieves 3440X leakage reductiontbgdrase case. Furthermore,
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Table 9: Results for a 4-bit adders (0.Qy

4-bit adder Propagation delay (s) Static Power (W)| Dynaic Power (W) | Area 2)

Base case 3.76E-10 8.87E-08 8.81E-06 22.96
Forced stack 1.16E-09 6.77E-09 7.63E-06 30.9¢4

Sleep 5.24E-10 1.24E-08 9.03E-06 30.94

ZigZag 5.24E-10 9.09E-09 8.44E-06 27.62
Sleepy Stack 8.65E-10 1.07E-08 7.70E-06 65.8B
Sleep (dual Vth) 7.48E-10 2.23E-11 9.41E-06 30.94

ZigZag (dual Vth) 7.43E-10 2.19E-11 8.53E-06 27.67

Sleepy Stack (dual Vth) 1.23E-09 3.56E-11 7.26E-06 ®5.9

the sleepy stack achieves 215X leakage power reductionttoséorced stack while reduc-
ing delay by 6% and increasing area by 51%. The results frorhh endltiplexer in Table 8
shows that the sleepy stack achieves 2680X leakage redumter the base case. Com-
pared to the forced stack, the sleepy stack achieves 20Xédeapower reduction over
the forced stack while increasing delay by 7% and increaameg by 118%. Finally, the
results from a 4-bit adder in Table 9 shows that the sleemkstahieves 2490X leakage
reduction over the base case. Compared to the forced stdalle, Tgdhows that the sleepy
stack achieves 190X leakage power reduction over the fatzak while increasing delay
by 6% and increasing area by 113%.

In short, our sleepy stack technique achieves up to 215Xatakower reduction with
up to 7% delay overhead. Not surprisingly, the sleepy stapkaach has 51118% larger
area as compared to the forced stack approach. Therefarsleepy stack approach with
dualV}, can be used where state-preservation and ultra-low legb@ger consumption

are needed and are judged to be worth the area overhead.

7.1.2 Impact ofV},

Choosing the right/;, value of the sleepy stack technique is very important in seafn
delay and power consumption. Therefore, using a chain ofertars with 0.07 technol-
ogy, we compare dynamic power, leakage power and delay dt#te-saving techniques,
i.e., base case (conventional CMOS technique), forced stadlsleepy stack, while vary-

ing V. We varyV},;, of transistors as follows: all the transistors in the basserane of
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Figure 36: Results from a chain of 4 inverters while varying

stacked transistors in the forced stack case; and the sbepdtors plus transistors parallel
to the sleep transistors in the sleepy stack case. Figuded®@ssthe measured results while
varying V;,. From Figure 36(a), we can see the forced stack inverteeasas delay dra-
matically asV;;, increases (e.g., with 2%, 6.2X delay the over base case). The base case
also shows relatively large variation compared to the sleggck technique &g, changes.

While varyingV;,, of the sleepy stack, we can fing, of the sleepy stack that achieves the

69



same delay with the forced stack with, = 0.2V, and dotted lines in Figure 36(a) indicate
the V};, values found. AR5°C, the sleepy stack witly;, = 0.4V has almost exactly the
same delay as the forced stack withh = 0.2V. Also, at110°C, the sleepy stack with
Vi, = 0.42V has exactly the same delay as the forced stack Wijth= 0.2V".

If we compare the sleepy stack technique to the base casé&/ith 0.2V, the sleepy
stack technique achieves 1000X-3400X leakage power reduatcording to the temper-
ature. Although the base case with high&r achieves better leakage reduction over the
forced stack technique, the sleepy stack technique achi2¥deakage power reduction
over the base case with high&r,. From Figure 36(b), we can observe that the base case
with V;;, = 0.2V consumes unacceptable active power consumption whenrtipetature
is 110°C'. This is because large leakage power consumption of thedaaseseverely hurts
active power consumption. This result emphasizes the itapoe of the leakage power

reduction techniques in nanoscale technology.
7.1.3 Impact of transistor width

The sleepy stack technique comes with some area overhearkefdte, we explore the im-
pact of transistor width variation using three state-sgtechniques, i.e., base case (con-
ventional CMOS), forced stack and sleepy stack. Althougheiasing transistor width
reduces gate internal resistance, the increased transisti increases gate input capaci-
tance. Therefore, we need to carefully size transistorhwtiolreduce overall delay. We set
V;, of the base case and the sleepy stack techniqlig, te- 0.4V while usingV;;, = 0.2V

for the forced stack technique since the forced stack tectenivith highy;, increases de-
lay dramatically as observed in Figure 37(a). We set the ézatpre to25°C. Also, we
use3C;,, as a load capacitance. The results show that inverter cleday decreases as
transistor width increases. However, delay reductionrasgg due to the increased gate

input capacitance. In Figure 37(a), initially the delayloé base case and the sleepy stack
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Figure 37: Results from a chain of 4 inverters while varying width

inverter are different. However, as transistor width imses, sleepy stack shows notice-
able delay reduction, and the sleepy stack and the base claswasimilar delay using
5X transistor width. From Figure 37(b), the sleepy stacleiter with 1xWidth is 72% and
51% larger than the base case and the forced stack, reghgctince the sleepy stack
technique comes with some area penalties, we find an area ébrited stack technique
that has the same area of sleepy stack technique by incgaesnsistor width. The forced
stack inverter has similar areas with the sleepy stack whkanahsistor widths are applied.
The forced stack with 2X width shows almost similar delayh#ite sleepy stack technique,
but the forced stack shows 430X larger leakage power consoimihman the sleepy stack
technique.

We presented the advantage of the sleepy stack technigdénugeneric logic circuits.

In next section, we explain the experimental results from BRA
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7.2 Experimental resultsfor SRAM

In this section, we explore the experimental results fordifierent sleepy stack SRAM
cell variations. Unlike the generic circuit experimentahgoarisons in Section 7.1, here,
we only consider state-saving techniques, i.e., highand forced stack, in addition to the

sleepy stack SRAM. Also, for SRAM, we consider one more fatherstatic noise margin,

which represents the noise immunity of SRAM.

7.2.1 Area
Table 10: Layout area
Technique Height(l) Width({area(d) Nor:::gzed
Casel| Low-Vth Std 3.826 4500 17.213 1.00
Case2| PD high-Vth 3.82b 4.5Q00 17.2113 1.00
Case3| PD, WL high-Vth 3.82b 4.500 17.2113 1.00
Case4| PU, PD high-Vth 3.825 4.500 17.213 1.00
Case5| PU, PD, WL high-Vth 3.825 4.500 17.213 1.00
Case6| PD stack 3465 4.680 16.216 D.94
Case7| PD, WL stack 3.465 5.760 19.958 .16
Case8| PU, PD stack 3.285 4.6B0 15.374 0.89
Case9| PU, PD, WL stack 3.465 5.7p0 19.958 1.16
Casel( PD sleepy stack 4545 5.040 22.p07 1.33
Casel]l PD, WL sleepy stack 44p5 6.{05 2971 1.74
Casel? PU, PD sleepy stack 5160 5.040 29{030 1.69
Casel3d PU, PD, WL sleepy stagk 5935 6.615 36/614 2.13

Table 10 shows the area of each technique. Please note thd#l 8Blharea can be
reduced further by using minimum size transistors, but eedyutransistor size increases
cell read time. Some SRAM cells with the forced stack techaisjuow smaller area even
compared to the base case. The reason is that divided taassian enable a particularly
squeezed design. The sleepy stack technigue increaselyabeween 33% and 113%.
The added sleep transistors are a bottleneck to reducezinefsihe sleepy stack SRAM

cells. Further, wiring the sleep control signals (an ovath&e do not consider in Table 10)

makes the design more complicated.
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7.2.2 Cellreadtime

Table 11: Cell read time

Delay (sec) Normalized delay
Technique 25°C 110°C 25°C 110°C
1xvth [ 15xvth] 2xvth [ ixvth [ 1.5xviH  2xvih [ 1xvt] 1.5xvth 2xvthixvth[1.5xvt] 2xvth

Casel| Low-Vth Std 1.04E-10 N/A 1.05E]10  N/A 1.000  N/A 1.000 N/A
Case2| PD high-Vth 1.06E-J0 1.08E{10 1.078-10 1.11F-10 221]01.043 1.02d 1.061
Case3| PD, WL high-Vth na | LI6E-J0 1.33E10, 117810 1.39F- | 1111] 128q | 1117 126p
Case4| PU, PD high-Vth 1.06E-L0 1.10E}10 1.07E-10 1.10FE-1 1.022| 1.055 1.020 1.048
Case5| PU, PD, WL high-Vth 1.15E-10 1.33E}10 1.16H-102E:3( 1.111] 1.27] 1.11p 1.299
Case6| PD stack 1.42E-10 1.41E}10 1.368 1.B45

Case7| PD, WL stack L71EQO L76E10 1447\ a 1582 |\
Case8| PU, PD stack 1.40E{10 1.40H-10 1.848 1{341

Case9| PU, PD, WL stack 1.77EJ10 1.75E-10 1.J04 1l678

Casel{ PD sleepy stack 1.33E}10 1.36f-10 1.3JE-10 1BJE- 1.276] 1.307 1.263 1.254
Casel] PD, WL sleepy stack | 1526110 1.61E-10 150e-BeEtld | | 1459 1551 | 1435 1546
Casel? PU, PD sleepy stack 1.336-10 1.36F-10 1.35E-B6E41( 1.275 1.30 1.287 1.319
Casel} PU, PD, WL sleepy stack 1.516-10 1.67E-10 1BREL57E-1 1.45¢ 1.60p 1.490 1.5p4

Although SRAM cell read time changes slightly as temperativ@nges, the impact
of temperature on the cell read time is quite small. Howetles, impact of threshold
voltage is large. We apply 1.5%, and 2%/, for the highd}, technique and the sleepy
stack technique. As shown in Table 11, the delay penalty ®ffdihced stack technique
is between 35% and 70% compared to the standard 6-T SRAM chlk i3 one of the
primary reasons that the forced stack technique cannot igbelh, transistors without
incurring dramatic delay increase (e.g., 2X or more delayafig is observed using either

1.5XV;;, or 2X‘/;§h).
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Figure 38: Worst case (at 1X@') cell read time comparison

Let us focus on the worst case condition, i.e., at°T18hown in Figure 38. Among
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the three low-leakage techniques, the sleepy stack teetngjthe second best in terms
of cell read time. The PU, PD, WL highy, with 2xV};, is 16% faster than the PU, PD,
WL sleepy stack with 2X;;, at 110. Since we are aware that area and delay are critical
factors when designing SRAM, we will explore area and delayaot using tradeoffs in

Section 7.2.4. However, let us first discuss leakage realugiie., without yet focusing on

tradeoffs, which will be the focus of Section 7.2.4).

7.2.3 Leakage power

We measure leakage power while changing threshold voltad¢esnperature because the
impact of threshold voltage and temperature on leakage p@aggnificant. Table 12
shows leakage power consumption with two high-values, 1.5%;, and 2%/, and two
temperatures, 26'and 110C, where Casel and the cases using the forced stack technique

(Cases 6, 7, 8 and 9) are not affected by changindpecause these use only Idvy;.

Table 12: Leakage power

Leakage power (W) Normalized leakage power
Technique 25°C 110°C 25°C 110°C
1xVth [ 1.5xVth] 2xvth [ 1xvth [ 15xvt  2xvth | 1xvth] 1.5xvth 2xvth 1xvih 1.5x\th 2xvih
Casel | Low-Vth Std 9.71E-05 N/A 1.25E103 N/A 1.0900 N/A 1.0p00 N/A
Case2 | PD high-Vth 5.31E-05 5.12E;05 7.16H-04 6.65F-04 0.5466 0|5274 (0.5711 P.5305
Case3 | PD, WL high-Vth N/A 2.01E-05 1.69E OSN/A 3.20H-04 2'33E-%€A 0.2071 0O 17?\ (.2555 P.1860
Case4 | PU, PD high-Vth 3.68E-05 3.45E-05 5.04k-04 4.47E- z{ 03785 (.3552 4022 [0.3522
Case5 | PU, PD, WL high-Vth 3.79E-06 1.38E-07 1.07E-04 8.19E-06 00391 (.0014 .0857 [0.0065
Case6 | PD stack 5.38E-05 7.07E-04 0.5b41 0.5641
Case7 | PD, WL stack 2.15E-05 3.20E-04 0.2213 0.4554
Case8 | PU, PD stack 3.75E105 N/A 4.95H-04 N/A 0.3862 N/A 0.3950 N/A
Case9 | PU, PD, WL stack 5.39E106 1.048-04 0.0655 0.0832
Casel0| PD sleepy stack 5.18H-05 5.16k-05 6.64E-04 6.5[LE-04 (.5331 p.5315 0.5282| 0.5192
Casell| PD, WL sleepy stack N/A 1.80H-05 1.77 E-OR‘/A 2.49E-04 2.2BE- % (.1852 Jﬁg 0.1955| 0.1820
Casel2| PU, PD sleepy stack 3.54K-05 3.52E-05 4.48E-04 4.31E-04 .3646 |0.3630 0.3534 0.3439
Casel3| PU, PD, WL sleepy stafk 1.62K-06 3.24E-07 2.09E-05 2.95E-06 .0167 |0.0033 0.0167] 0.0024

7.2.3.1 Results at 26’

Our results at 2% show that Case5 is the best with12x and Casel3 is the best with
1.5xV},. Specially, at 1.5k;,, Case5 and Casel3 achieve 25X and 60X leakage reduction
over Casel, respectively. However, the leakage reductioresavith delay increase. The

delay penalty is 11% and 45%, respectively, compared to Casel
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7.2.3.2 Results at 110

Absolute power consumption numbers at Ad&how more than 10X increase of leakage
power consumption compared to the results &(25This could be a serious problem for

SRAM because SRAM often resides next to a microprocessor whoggerature is high.

1.0E-02

1.0E:03 @ -

—e— 1xVth, 110C
—e— 1.5xVth, 110C
—e— 2xVth, 110C

1.0E-04

1.0E-05

A

PD, WL stack

1.0E-06

Low-Vth Std
PD high-Vth [
PD, WL high-Vth B
PU, PD high-Vth R
PU, PD, WL high-Vth B
PD stack B
PU, PD stack-
PU,PD,WLStack”“-“””
PD sleepy stack | A
PD, WL sleepy stack [
PU, PD sleepy stack- |
PU, PD, WL sleepy stackA A o/o// R

Figure 39: Worst case (at 120") leakage comparison

At 110°C, the sleepy stack technique shows the best result in boiV],.and 2X/,
even compared to the high;, technique (see Figure 39. The leakage performance degra-
dation under high temperature is very noticeable with tigdfif,, technique and the forced
stack technique. For example, at25the highy/;, technique with 1.5k;,, (Case5) and the
forced stack technique (Case9) show around 96% leakageti@uutlowever, at 110
the same techniques show around 91% of leakage power redwzmpared to Casel.
Only the sleepy stack technique achieves superior leakagerpreduction; after increas-
ing temperature, the sleepy stack SRAM shows 5.1X and 4.8Xctamhs compared to
Case5 and Case9, respectively, with 1/3x

When the low-leakage techniques are applied only to theyguénd pull-down transis-
tors, leakage power reduction is at most 65%W{2x110°C) becaus®i t | i ne leakage
cannot be suppressed. The remaining 35% of leakage powdrecauppressed by apply-
ing low-leakage techniquestar dl i ne transistors. This implies that t | i ne leakage

power addresses around 35% of SRAM cell leakage power corisarm his trend is be
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observed for all three technniques compared, i.e., fighforced stack, sleepy stack.

7.2.4 Tradeoffs in low-leakage techniques

Although the sleepy stack technique shows superior resutesms of leakage power, we
need to explore area, delay and power together becausestty dtack technique comes
with non-negligible area and delay penalties. To be contpaith the high¥y/}, technique

at the same cell read time, we consider four more cases dtaershown in Table 6. We
increase all transistors placed in tver dl i ne and all transistors placed in pull-down of
the sleepy stack SRAM. Then, for the sleepy stack technigading new transistor widths
of wor dl i ne transistors and pull-down transistors, which result iregiedpproximately
equal to the delay of the 6-T high, case, i.e., Case5. The new cases are marked with *’
(Cases 10*, 11*, 12*, 13*). The results are shown in Table 13 ®able 14. To enhance
readability of tradeoffs, each table is sorted by leakagegpoAlthough we compared four
different simulation conditions, we take the conditiontwit.5X/;, at 110C and 24/,

at 110C as important representative technology points at whichotopare the trade-
offs between techniques. We choose Y1Mecause generally SRAM operates at a high

temperature and also because high temperature is the “vamst’

Table 13: Tradeoffs (1.5%;,, 110°C)

Technique Leakage Delay (sec)| Area (i) Normalized | Normalized Normalizeg
power (W) leakage powgr delay area
Casel | Low-Vth Std 1.254E-03 1.05E110 17|21 1.000 1]/000 1.000
Case2 | PD high-Vth 7.159E-p4 1.07E410 17|21 0.p71 1|020 1.000
Case6 | PD stack 7.071E-04 1.418-10 16.22 0{564 1§.345 .942
Casel0f PD sleepy stack* 6.744E104 1.15H-10 25.17 0.538 1.102 1.463
Casel0| PD sleepy stack 6.621H-04 1.32E-10 2p.91 (0.528 1.263 1.331
Case4 | PU, PD high-Vth 5.042E04 1.07H-10 17.21 04402 1.020 1.000
Case8 | PU, PD stack 4.952E1{04 1.40H-10 1%.37 0[395 1.341 D.893
Casel2f PU, PD sleepy stack* 4.532H-04 1.15E-10 3[L.30 0.362 .103 1.818
Casel2| PU, PD sleepy stack 4.430K-04 1.35E-10 29.03 D.353 1.287 1.687
Case3 | PD, WL high-Vth 3.203E-p4 1.17E410 17(21 0.p56 1|117 1.000
Case7 | PD, WL stack 3.202E04 1.766-10 19.96 0255 1682 1.159
Casellf PD, WL sleepy stack* 2.721Et04 1.16HE-10 34.40 0(217 1.111 1.998
Casell| PD, WL sleepy stack 2.451H-04 1.50E-10 2D.87 (.196 1.435 1.735
Case5 | PU, PD, WL high-Vth 1.074E04 1.16H-10 17.21 0{086 1110 1.000
Case9 | PU, PD, WL stack 1.043E04 1.75H-10 19.96 0[083 1.678 1.159
Casel3t PU, PD, WL sleepy sta¢k* 4.308H-05 1.16[E-10 41.12 0.034 1.112 2.389
Casel3| PU, PD, WL sleepy stagk  2.093K-05 1.52E-10 36.61 D.017 1.450 2.127
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Table 14: Tradeoffs (2.0%;,, 110°C)

. . Normalized |NormalizedNormalized
Technique Static (W) Delay (sethrea (f) leakage delay area
Casel | Low-Vth Std 1.25E-03 1.05E4{10 17{21 1.000 1/000 1.000
Case6 | PD stack 7.07E-D4 1.41E+10 16.22 0564 1,345 (0.942
Case2 | PD high-Vth 6.65E-04 1.11E{10 17|21 0.530 1/061 1.000
Casel0O| PD sleepy stack 6.51H-04 1.31E-10 2p.91 0.519 1.254 1.331
Casel0f PD sleepy stack* 6.51E104 1.31H-10 22.91 0]519 1.254 1.331
Case8 | PU, PD stack 4.95E104 1.40H-10 15.37 0{395 1.341 D.893
Case4 | PU, PD high-Vth 4.42E-D4 1.10E}-10 17.21 0,352 1,048 1.000
Casel2f PU, PD sleepy stack* 4.31E-04 1.33K-10 29.48 0.344 1.270 1.713
Casel2| PU, PD sleepy stack 4.31E-04 1.38E-10 29.03 .344 1.319 1.687
Case7 | PD, WL stack 3.20E-p4 1.76E+10 19.96 0255 1,682 1.159
Case3 | PD, WL high-Vth 2.33E-04 1.32E110 17|21 0.186 1]262 1.000
Casellf PD, WL sleepy stack* 2.29E104 1.30€-10 32.28 0}183 1.239 1.876
Casell| PD, WL sleepy stack 2.28H-04 1.62E-10 2p.87 (.182 1.546 1.735
Case9 | PU, PD, WL stack 1.04E104 1.75H-10 19.96 0{083 1.678 1.159
Case5 | PU, PD, WL high-Vth 8.19E-D6 1.32E+10 17121 04007 1{259 1.000
Casel3f PU, PD, WL sleepy stagk*  3.62E-06 1.32E-10 38.78 d.003 1.265 2.253
Casel3| PU, PD, WL sleepy stafk 2.95H-06 1.57E-10 36.61 (.002 1.504 2.127

In Table 13 and Table 14, we observe seven and six Paretespogspectively, which
are in shaded rows, considering three variables of leakisd@y, and area. For both results,
Casel3 shows the lowest possible leakagey2.7X smaller than the leakage of any of the
prior approaches considered; however, there is a corrdgmpdelay and area penalty. Al-
ternatively, Casel13* shows the same delay (within 0.2%) as®asd 2.262.5X leakage
reduction over Case5. In short, this paper presents newippidy unknown Pareto points
at the low-leakage end of the spectrum.

Please note that we do not vary sleep transistor width (@& do not increase width
even more) or transistor width of the in parallel transig@yg., we do not decrease to
minimum the width of the transistor in parallel with the gigeansistor). Such additional
optimizations can reduce delay further at a potential cbshareased area. However,
we have nonetheless performed a broad search of the desige 8pcapture important

characteristics; of course, the design space is expohantiacan be further explored!
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Table 15: Active power

Active power (W) Normalized active power
Technique 25°C 110°C 25°C 110°C

1xvth [ 1.5xvth] 2xvth | 1xvth | 1.5xvt  2xvth| 1xvth 1.5xvth 2xvthixvth]1.5xvth] 2xvth
Casel| Low-Vth Std 8.19E-04 N/A 2.04E4{03 N/A 1.000 N/A 1.000 N/A
Case2| PD high-Vth 7.67E-04 7.48E{04 1.48H-03 1.41E-03 3@(9.913 0.724 0.691
Case3| PD, WL high-Vth N/A 7.02E-04 6.78E 04N/A 1.26H-03 9.7BF- /A 0.858| 0.829 N/A 0.618 0.478
Case4| PU, PD high-Vth 7.60E-D4 7.31E}04 1.17K-03 1.19E-0 0.928| 0.893 0.572 0.582
Case5| PU, PD, WL high-Vth 6.86E-D4 6.89E}04 8.82F-040F-b4 0.838 0.847% 0.43p 0.368
Case6| PD stack 7.58E-P4 1.37E}03 0.926 0.669
Case7| PD, WL stack 5.45E-p4 N/A 8.12E+04 N/A 0.665 N/A 0.p98 N/A
Case8| PU, PD stack 7.41E4{04 1.22H-03 0.905 0J596
Case9| PU, PD, WL stack 5.22E4{04 5.97H-04 0.637 0J293
Casel( PD sleepy stack 8.03E-04 8.03[-04 1.69E-03 108pE- 0.981| 0.981 0.807 0.811
Casel]l PD, WL sleepy stack N/A 6.32E-04 5.87 E—Oﬁ/A 1.20E-23E103 N/A 0.773 0.71] N/A 0.586 0.600
Casel? PU, PD sleepy stack 7.87H-04 8.23E-04 1.6QE-6GBE10] 0.961 1.00% 0.786 0.797
Caseld PU, PD, WL sleepy stack 5.89H-04 5.80E-04 108)E-11E-0 0.719 0.70B 0.588 0.5416

7.2.5 Active power

Table 15 shows power consumption during read operationsactive power consumption
includes dynamic power used to charge and discharge SRAM pkis leakage power
consumption. At 2% leakage power is less than 20% of the active power in case of
the standard low4;, SRAM cell in 0.07: technology according to BPTM [7]. However,
leakage power increases 10X as the temperature change8°t0 although active power
increases 3X. At 111", leakage power is more than half of the active power from our

simulation results. Therefore, without an effective leggkgpower reduction technique,

total power consumption — even in active mode — is affectgaiscantly.

7.2.6 Static noise margin

Table 16: Static noise margin

. Static noise margin (V
Technique -
Active modg Sleep mode
Casel Low-Vth Std 0.29p N/A
Casel0 | PD sleepy stack 0.317 0.362
Casell | PD, WL sleepy stack 0.324 0.363
Casel2 | PU, PD sleepy stack 0.299 0.884
Casel3 | PU, PD, WL sleepy stagk 0.499 0.884

Changing the SRAM cell structure may change the static noisauinity of the SRAM

cell. Thus, we measure the Static Noise Margin (SNM) of teepy stack SRAM cell
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Figure 40: Static noise margin analysis

and the conventional 6-T SRAM cell using the butterfly plotsvegh in Figure 40. The
SNM is defined by the size of the maximum nested square in arflytplot. The SNM

of the sleepy stack SRAM cell is measured twice in active mau sleep mode, and
results are shown in Table 16. The SNM of the sleepy stack SR&IMrcactive mode is
0.299V and almost exactly the same as the SNM of a conventional SRAl\tlte SNM

of a conventional SRAM cell i8.299V. Although we do not perform a process variation
analysis, we expect that the high SNM of the sleepy stack SRaIMakes the technique

as immune to process variations as a conventional SRAM cell.

7.3 Summary

We compared the sleepy stack technique to existing techsinuterms of delay, dynamic
power, leakage power and area. The empirical analysis itidBe€.1.2 shows that we
can increasé’;, up to 2.1X while matching the delay to the forced stack teghai The
increasedV;, directly affects leakage power consumption. We apply tleemst stack

technique to a chain of 4 inverters, a 4:1 multiplexer andkat &dder, achieving up to
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200X leakage power reduction compared to the forced staznigue with 56-120%
area penalty.

We also apply the sleepy stack technique to SRAM cell desipe.sleepy stack SRAM
cell achieves 2.5X leakage power reduction compared to igie i, SRAM cell when
delay is matched at 110" with 1.5xV;;, and 2¥/,. Although the sleepy stack SRAM cell
comes with some area and delay penalty, the sleepy staakrperthe best for a system
which requires the lowest possible leakage power consompthile saving state.

In the next chapter, we will explain our low power pipelinextbe (LPPC).
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CHAPTER VIII

LOW-POWER PIPELINED CACHE (LPPC)

ARCHITECTURE

In this chapter, we present our Low Power Pipelined Cache Q)R®&r dynamic power
reduction. LPPC uses a pipelined cache, a cache technigiedywised to enhance cache
performance by means of pipelining. Unlike earlier pipetinrcache techniques, we use
cache pipelining to save power consumption of a cache byrlogesupply voltage. We
explore two pipelining techniques — standard (latch) piped) and wave pipelining — and
compare advantages and disadvantages. Finally, we disotesstial disadvantages of the
LPPC. Pipelining a cache may come with processor pipelinemgafties. We explore pos-

sible penalties and appropriate solutions.

8.1 Background of a Pipelined Cache

Although pipelining a cache is briefly described in Sectidh3, in this section we explain
much more detail about the structure and operation of aipgetlcache. These details
become quite important later when we describe the basigtactire of our experimental
setup.

As explained in Section 4.2.3, a cache can be pipelined tease cache access band-
width. This technique is called the pipelined cache teamidgrhe pipelined cache tech-
nique was introduced initially to improve pipelined prosasperformance (clock speed).

Figure 41 depicts non-pipelined and pipelined cache achites. Figure 41(a) shows
a 5-stage processor pipeline with non-pipelined caches file stages are Instruction
Fetch (IF), Instruction Decode (ID), Execute (EX), MEMorg@ess (MEM), and Write

Back (WB). The IF and MEM stages access an Instruction cachacfie) and a Data
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IF | ID | EX |[MEM| WB
| 1 | 1

I-cache D-cache

Vdd

(a) A pipeline with non-pipelined caches

Vdd IF1 | IF2 ID EX |MEM1|MEM2| WB
(Non-Cache)
! I ! i

Vdd
I-cachel | I-cache2 D-cachel[D-cache2

(Cache)

(b) A pipeline with pipelined caches

Figure 41: Non-pipelined and pipelined cache architectures

cache (D-cache), respectively. If the access time of eithehe is larger than the delay
of any other stage (i.e., ID, EX or WB), the cycle time of the m®80nr must be increased
to accommodate the cache access time, thus resulting iarpenice degradation. One
prominent solution to this problem is to pipeline one or bodiches. Figure 41(b) shows
a case where the cache access pipeline stages (IF and MENsptrdoroken into two
stages and pipelined. The IF stage turns into IF1 and IF2tl@®#EM stage turns into
MEM1 and MEM2. The I-cache and D-cache are pipelined comegimg to the pipeline
stages, forming I-cachel-I-cache2 and D-cachel-Dcacbs@ectively. Thus, a smaller
processor cycle time can be achieved, potentially reguitipperformance improvement.
Since a processor pipeline deepens as a pipelined cacherdgeepche pipelining may
incur increased branch delays and load delays due to cdmzards and data hazards.
A branch delay occurs when a branch instruction is insertemla pipeline and a branch
prediction scheme is not used; thus, the following instams have to wait until the branch
target is resolved, which is a control hazard. In a pipelip@tessor as shown in Figure 41,
the number of waiting cycles, called branch delay cycle8,imgrease if the IF stage uses
a pipelined I-cache. For example, in Figure 41(a), the brdaget is resolved in EX and

thus the following instruction, if no branch prediction sahe is used, needs to wait for
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two extra cycles. If the IF stage is expanded as shown in Eigli(b), the next instruction
(after the branch) needs to wait for three extra cycles.

When a load instruction is fetched and fed into a pipeline sachigure 41(a), subse-
guent instructions which are dependent on the load instructannot proceed to the EX
stage until the load instruction fetches data: this is a Hatard due to a load delay. If
added, an extra MEM2 stage for a pipelined D-cache inductea vad delay penalties.
For example, if a load instruction is in MEM in Figure 41(d)etdependent instruction
in the ID stage needs to wait, causing a one cycle delay. IME& stage is expanded
as shown in Figure 41(b), the load instruction fetches datheaend of MEM2, and thus
the next dependent instruction may have to wait for up to twaes. A pipelined cache
architecture reduces clock cycle time yet at the same tigreases branch and load delay
penalties. Therefore, there apparently exists an optimatidof pipeline cache stages that
can maximize performance under particular conditions.[52]

Although the pipelined cache technique is introduced taowp performance, alterna-
tively we use the reduced delay to trade off for reduced pasesumption. In the next

section, we explain how we use the pipelined cache to savempomnsumption.

8.2 Low-Power Pipelined Cache Architecture

In this section, we explain the basic idea of the low-poweefpned cache. Furthermore,
we study the issues related to cache pipelining, such asmwitation of pipelining and

pipelining penalties.
8.2.1 Low-power pipelined cache energy savings

Our motivation for an LPPC mainly comes from the EDR paradijstussed in Sec-
tion 4.2.2. If we apply the EDR paradigm when designing alpipée processor, minimum
power consumption is achieved when the ratio of energy atal/ag each stage are the

same. We assume that each pipeline stage is area alreadyzgutiand thus no surplus
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slack exists. Our strategy is to add slack by splitting powergry stages into two or more
as needed. Such a split stage will have surplus slack. Sauatees are power hungry mod-
ules in a processor, we provide surplus slack to cache astagss (i.e., IF and MEM)
using pipelined caches.

We assume for our base case a pipelined processor that tages,sa non-pipelined I-
cache and a non-pipelined D-cache as shown in Figure 41@juker assume that each
stage of the datapath is optimized to a given cycle timeiotistn. If we now pipeline the
caches without altering the existing cycle time, the pipsdi caches will have surplus slack,
the difference between the cycle time and the delay of thicpdar stage. Then, we can use
the slack to lower the supply voltage of caches for powerctdn purposes. Therefore, in
Figure 41(b),V44(Cache) will use a lower supply voltag&; while V;(Non — Cache)
remains the same. We can lower the cache supply voltage urd=#jL(b) as long as the
delay of each pipelined cache stage is less than the exisfitig time. Since we achieve
power savings from lowering thg,, for the caches, we expect that the power savings of
a processor in our proposed architecture is dependent orativzeof cache power con-
sumption over total processor power consumption. This sdeat a processor with power

hungry caches will benefit more from our LPPC.

Example 2: Let us take an example of saving energy with a pipelined cache architecture as
shown in Figure 42, in which Vy, is supply voltage; Cy, is load capacitance; f is frequency; E.T. is
execution time; and E is energy consumption. In Figure 42(a), the base case has 4.3 ns cycle time
since we find that cache delay is 4.3 ns with V;; = 2.25V. Then, the clock frequency f is 233MHz,
and we assume E.T. = 1sec. Therefore, E of the base case becomes 0.589mJ. In Figure 42(b),
the pipelined cache for high performance halves cycle time by splitting the stage and thus double
frequency (466 MHz) as well as half E.T. (0.5 sec) are achieved (energy consumption remains
the same). Instead our pipelined cache for low power consumption in Figure 42(c) maintains the

cycle time of the base case after splitting the stage into two; thus, there exists 2.15 ns extra slack.
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(a) Base case (b) Pipelined cache
for high-performance

cycle time =4.3 ns cycle time = 2.15 ns
< » +—>
delay delay/2 | delay/2
Vdd = 2.25V, C.=1pF Vdd = 2.25V, CL.=1pF
f=233 MHz, E.T. =1 sec f=466MHz, E.T. = 0.5 sec
E =% x 1pF x 2.252x 233MHz x 1sec E =% x 1pF x 2.252 x 466MHz x 0.5sec
=0.589mJ =0.589mJ

(c) Low-power pipelined cache

cycletime =4.3ns _

delay/2 | STack X delay/2 [ slack

Vdd = 1.05V, C.=1pF

f=233MHz, E.T. = 1sec

E =% x 1pF x 1.25%2x 233MHz x 1sec
=0.128mJ

<

*Energy saving = 78.3%

Figure 42: lllustration of energy of a pipelined cache

Therefore, now we can use the slack to lower the supply voltage as far as possible until the delay
increases so much that it equals the initial cycle time. In this example, V;,; could be lowered to
1.05V so that the pipelined cache for low power would achieve 78.3% energy saving compared to

the base case. O

Ideally, we can save significant power using the low-powpelimed cache. However,
two issues need to be explored properly when we use the pgaetache for the power
reduction purposes. The following two sections (Sectia2s28and 8.2.3) covers the two

pipelining issues.
8.2.2 Pipelining techniques for LPPC

We observe significant power savings in Example 1. The poae&ngs vary according

to the method used to implement such a pipelined cache steuctwo typical ways are
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as follows. One way is to place latches between pipelineestaghich is called conven-
tional pipelining. Modern processors use this method faagiaih pipelining. The main
advantage of conventional pipelining is ease of implenmgngipeline structures since the
latches between pipeline stages are synchronized to a comtook. However, latches
and additional clock distribution consume extra power. tlk@nmore, a cache structure
may not pipeline evenly since modules suchbas | i nes cannot be pipelined [2]. The
uneven distribution of delay restricts lowering the suppijtage of an LPPC. The other
pipelining implementation uses existing gates as a virstalage element instead of in-
termediate latches: this is called wave-pipelining (otual pipelining). Since wave-
pipelining does not use latches, extra power consumpti@ntddatches and clock dis-
tribution may be saved. Furthermore, we can distributeydeN@nly over pipeline stages,
although the number of waves in a stage is restricted by tlagy dariation of logic paths
in a pipeline stage. In short, we may wave-pipeline cachdsetable to use a supply
voltage lower than latch-pipelined caches. Proper timiiog éll paths) and testing are
not easy problems in designing a wave-pipelined procestmwever, since the simplicity
of SRAM structure makes wave-pipelining easier, wave-jmggj is well suited for de-
signing SRAM [10]. For example, UltraSPARC-IV uses a wave-limael SRAM design
targeting 90nm technology [68], and Hitachi designed a BB, 4-Mbit wave-pipelined
CMOS SRAM [31]. As a result, while a pipelined processor mustlasches to split the
IF and MEM stages (in-between IF1-IF2 and MEM1-MEM2 in Faydi (b)), we com-
pare two different cache pipelining methods (i.e., waygening and latch-pipelining) to

implement pipelined caches (I-cachel-I-cache2 and Dedadb-cache?2 in Figure 41(b)).
8.2.3 Pipelining penalties and solutions for LPPC

Another issue with pipelining a cache is pipeline penaltias to branch delay and load
delay as described in Section 8.1. These two penalties dlomihandled properly in a

pipelined cache processor, otherwise the processor maypkgormance as the number
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of pipelined cache stages increases. General technigaiesithimize control hazards and
data hazards in a pipelined processor can also be appliepipelined cache architecture.
However, since some of the techniques are not adequatevwigodwer processor design,
we re-evaluate techniques that tackle control hazards atadlthzards in term of power
dissipation before choosing suitable techniques for olRCP

Control hazards have been mostly tackled with instructi@csfation techniques, which
predict the next instruction before a branch target is k&bl In these techniques, if a
branch target is mispredicted, some instructions are wssecily fetched and thus must
be wiped out. A deeper pipelining of the I-cache may causegheninumber of such
penalties as explained in Section 8.1. The instructionidpéon techniques can be classi-
fied as hardware based or software based techniques. Altypichvare technique uses a
Branch Target Buffer (BTB). A BTB is a kind of cache that storeseatanch addresses
accessed previously. The software based speculationitgehtypically uses compilers to
fill branch delay cycles with useful instructions if possiblApparently, hardware based
techniques consume additional power, which is less thanrbfe case of an Intel Pen-
tium Pro processor [9]. However, a BTB shows better brancdigtien accuracy [51],
which is important not only from a performance point of viewt lalso from an energy
point of view because a processor with an inaccurate brarechqtion scheme would con-
sume extra energy due to flushed instructions when a migpi@dioccurs. In addition,
the compiler based technique uses instruction replicatiars, the expanded code causes
extra power consumption in an I-cache [51]. Therefore, BTRitely used for modern
pipelined processors (e.g., Intel XScale, Intel Pentiuardl, IBM PowerPC all use BTBS).

Data hazards have been also tackled using hardware basedtware based tech-
nigues. A typical hardware technique is an out-of-ordeicaken method used by a su-
perscalar architecture, while software based technigegsange instructions to separate

a load instruction as far as possible from its dependentucsons. Although a hardware
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based technique shows better results, an out-of-ordeuszaanethod requires a compli-
cated structure. Furthermore, the extra hardware may cyeetime to increase [51].

For our LPPC, while we adopt a BTB (a hardware technique) tormea control haz-
ards, and we utilize instruction scheduling of a compiles¢éware based technique) to
reduce data hazards. We save cache power consumption byirgdbpPPC and lower-
ing the supply voltage of caches although latches in-betviee IF stage (IF1-IF2) and
the MEM stage (MEM1-MEM2) still consume extra power. A deepipelined I-cache
also dissipates extra power used to fetch unnecessaryatistis when a branch is mis-
predicted. The lengthened execution time due to a deepelinépalso increases leakage
power. We measure execution time and power/energy congumiptfind out an optimum
LPPC depth for our target benchmarks and VLSI technologye®#enate dynamic power
and energy dissipation targeting O.2technology, and the result will be presented in the
next section (please note that in Chapter 10, we combine LPPBGlaepy stack SRAM to

save static power consumption).

8.3 Summary

In this chapter, we introduced Low-Power Pipelined Cachd®@], a new low-power tech-
nique. Previously, a pipelined cache is used to reduce catess delay and thus reduce
cycle time. Instead, LPPC uses the reduced cache acceswtioveer supply voltage. By
using the same cycle time before and after cache pipelidngpelined cache can gen-
erate excess slack, which we can use to save power consmmpte discuss two cache
pipelining techniques: one uses buffers between pipelgtages, while the other, wave-
pipelining, use existing gates as virtual storage. Althougve-pipelining is not easy to
implement, it has advantages over the buffer-pipelinethea&urthermore, thanks to the
regular structure of a cache, implementing wave-pipejrima cache is relatively easy
(compared to the rest of the microprocessor) and widely .u3é&e two pipelining tech-

niques will be compared in terms of delay in next chapter. Wallff considered possible
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pipelining penalties. Branch and load delays are explored s@dy shows that a BTB and
a compiler optimization are prominent solutions for thenotadelay and the load delay,
respectively.

In the next chapter, we will explain the experimental resaftLPPC.
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CHAPTER IX

LOW-POWER PIPELINED CACHE (LPPC)

EXPERIMENTAL SETUP AND RESULTS

In this chapter, we evaluate LPPC in terms of performancepamger consumption. We
setup an architectural infrastructure which can vary thalmer of pipeline stages as well
as vary the supply voltage. Then we explain the cache delalehwhich is used to ob-
tain resulting delaying due to lowering the supply voltag&ue of the cache. Finally, we

provide experimental results that show the effectivené&$EC.

9.1 Experimental Setup

The LPPC experimental setup can measure execution cyctepamer consumption of

benchmarks while varying the number of pipelined cacheestagd cache supply voltage.
We use both a cycle accurate high level processor simulateredl as a Register Transfer
Level (RTL) processor model to achieve both simulation dpsed accuracy. We target an
ARM:-like architecture to verify our LPPC because the ARM atetture has been widely

used in the embedded systems area [4][29]. We model a pgoetiache architecture by
changing the target pipeline structure and buffer (latciwygr consumption in-between the
split IF and MEM stages. We choo$g,, for a low voltage pipelined cache according to
the cycle time of a pipelined cache that we measure. LPPGiis&ed using benchmarks

selected to target embedded systems.
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9.1.1 Processor Model

This section explains the processor model used to measti@mpance and power con-
sumption of our low-power pipelined cache architecture. d&fcribe the detailed experi-

mental infrastructure and power modeling and measuremetitadology.
9.1.1.1 Simplescalar/ARM+Wattch

We use Simplescalar/ARM for the performance evaluation oftarget processor [61].
Simplescalar/ARM is a widely used processor model with aecydcurate performance
evaluation tool targeting an ARM processor. Since SimplestZsRM uses non-pipelined
caches, we modified Simplescalar/ARM to simulate pipelirsahe performance and power
consumption; consequently, the modified Simplescalar/ARdvaases branch and load de-
lays as the pipelined I-cache and D-cache, respectivebpeate However, these penalties
can be reduced by using techniques explained in Sectio8, 8vich we propose.

Since Simplescalar/ARM did not have a power estimation todha time we down-
loaded it to perform this research, we integrated Simplag@RkM and the power model
of Wattch, which is a widely used power estimation tool bame&implescalar [9]. We fur-
ther modified Simplescalar/ARM to calculate global clock powonsumption according

to the pipeline depth.
9.1.1.2 Buffer power model using MARS

We then added a buffer power consumption model using a ssistbased power estima-
tion method, which is depicted in the left branch of Figure Al®te that buffers inserted
between split pipeline stages consume extra power as agglan Section 8.2.2. The
core of the synthesis based power estimation method is MAR&ws a cycle-accurate
Verilog model of a 5-stage ARM-like processor obtained frdra University of Michi-
gan [67]. The five stages of MARS are typical stages in the DLcKidecture, i.e., IF, ID,
EX, MEM and WB [27]. MARS has a non-pipelined I-cache and a nipeined D-cache.
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Figure 43: Performance and power simulation infrastructure

MARS uses a Backward-Taken Forward Not-taken (BTFN) branctigtien scheme to
hide branch delay penalties. We use the original MARS for ¢senon-pipelined cache
architecture in Figure 41(a) in Section 8.1.

We modified MARS to obtain case (ii) described in Figure 41(@®)processor with
two-stage pipelined instruction and data caches. For dase¢ first modified the branch
prediction scheme as explained in Section 8.2.3. We fouattBAFN in MARS is not
adequate for the pipelined I-cache because BTFN in MARS pretiiie next instruction in
the ID stage (not in the IF stage), where a datapath recogaibeanch instruction. (Please
note that although implementing BTFN that predicts a nextriiesion in the IF stage is
possible, we did not put in the extra effort to do so. Insteael,use a BTB which per-
forms better than BTFN.) Although the BTFN can hide some of tlaath delay penalties,
BTFN still has non-zero branch delay penalties even whenréaigtion is correct. Unlike
BTFN in MARS, since a Branch Target Buffer (BTB) enables a processpredict the
next instruction during the IF stage, we can potentiallyehawzero branch penalty if the
BTB predicts always correctly [27]. As a result, we added a&28y BTB, which we use

for Simplescalar/Wattch simulations, to MARS. The BTB hasbrainstruction addresses,
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branch target addresses and a 2-bit counter for branchcicedj62]. Once the BTB mis-
predicts, the BTB table is updated while the pipeline wipetsmigpredicted instructions
from the pipeline.

Next, we expanded the pipeline of MARS. One extra stage (I&®)gerted between
IF (changed to IF1) and ID for the pipelined I-cache using #idbou Another extra stage
(MEM1) is inserted between EX and MEM (changed to MEM2) fa hpelined D-cache.
Then, we modified branch control logic such that it calcidate target Program Counter
(PC) value according to the newly added IF2 stage. In additi@nadded one more data
forwarding path from the MEML1 stage to the EX stage on top efgkisting data forward-
ing paths (EX-to-EX and MEM2-to-EX).

Now, we explain the simulation procedure to extract buff@wver consumption using
MARS. First, we compile benchmarks using GNU-gcc ARM crossitenversion 2.95.2.
Three benchmarks are used for buffer power modeling: (i) BON, a sorting program
for integers; (i) MATMUL, a matrix multiplication programand (iii) FACTORIAL, a
factorial calculation program. Each benchmark is compitecelocatable ARM assembly
code using the aforementioned GNU-gcc ARM cross compilemn th binary executable
targeted toward MARS is generated using a GNU cross-asseng#eond, we translate
the binary into an ASCII format, called Verilog HeX (VHX), wth is a suitable input
format for MARS. Third, for each benchmark, the switchinghaties (i.e., p; for each
wire in the processor — see Chapter 3) of MARS and cache stat(specifically, numbers
of I-cache and D-cache accesses) are collected throughpSys®CS simulation [65].

We use a synthesis based methodology to develop a power rieodeibmodules be-
longing to the datapath. Submodules consist of the fetct) dacode unit, register file,
arithmetic logic unit, D-cache access unit and write-back. uThe synthesis infrastruc-
ture employs two software tools from Synopsys Inc.: Desigmgiter and Power Com-
piler [65]. Design Compiler generates a gate level netl@nfthe hardware description of

the submodules given as Verilog RTL description. The rtaigenerated using the TSMC
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0.25: library from LEDA systems [39]. The technology details inté features such as
the transistor width, transistor length, gate capacitah@@n capacitance, rise time and fall
time of each transistor. During the synthesis process, maxi delay is set to 10 ns, and
maximum area is fixed to infinity in order to achieve the fastegplementation. In our
case, the modules are synthesized to operate at 100 MHz10.&s cycle time). Power
Compiler is used to estimate the power of the processor cavigct8ng activities collected
from VCS simulation are fed to Power Compiler as input. Power Qitanreports the
dynamic power dissipation of the technology chosen (i.250technology).

We obtain buffer power from Power Compiler and translate thféeb power into av-
erage energy consumed per buffer access. We use the cettblaffer access energy to
calculate buffer power consumption when we measure pipeltache processor power us-
ing Simplescalar/ARM+Wattch. Simplescalar/ARM+Wattchccddites buffer power con-
sumption by multiplying the buffer access energy by the neinds buffer accesses. Fur-
thermore, we scale the buffer access energy according t&,thealues used in Sim-

plescalar/ARM+Wattch.
9.1.1.3 Power overheads

In multiple voltage supply circuits, the effect of level s@nters needs to be considered.
Usami et al. reported that the level converters employed paréicular media processor
number more than 5000 and consume 8% of total processor @®kr Unlike [70],
our LPPC needs level converters in the connections betweaohe2—-IF2 and D-cache2—
MEMZ2 in Figure 41(b). If we consider the width of the data bus,, 32 bits, the required
number level converters in LPPC are2% of the number used in Usami’s media proces-
sor. Since the power consumption of our level convertergiig small, we do not consider
the power overhead of level converters in our power and gn&rgluations. In addition,

our calculations do not include the extra overhead of mleltgupply voltage generation
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since we assume that the board already has the multipleysuplithges needed. For ex-
ample, the “Skiff” Personal Server Board from HP/Compagq [283 & Volt, 3.3 Volt and
5 Volt power supplies. In addition, the StrongARM SA-110 @esor operates at 3.3V for
the 1/O interface and in-between 1.65V and 2.0V for the pseoecore [29]. Therefore, it
is reasonable to assume that our system has at least thigg galbages readily available
and that the processor is capable of operating at dual estag

We explained the processor performance and power measmeatigodology in this
section. In next section, we present the cache delay modethwealculates the cache

voltage level of our low-power pipelined cache.
9.1.2 Cache Delay Model

LPPC saves power consumption by lowering a cakhe which is chosen as the low-
est voltage level that can achieve the same smaller cycke ttimn the cycle time before
pipelining in a given pipeline depth. To estimate the cyaieetof a cache a¥,, scales
down, we use CACTI cache model version 2.0 [57], which is a wetiwn cache model
that integrates timing and power estimation. CACTI 2.0 hastailde model of the wire
and transistor structure of on-chip memories and provieeg detailed capacitance values
for each circuit component which are verified by HSPICE. CACTH aés0 measure the

cycle time of a wave-pipelined cache.

Table 17: Cache configuration parameters

\ Descriptions | Parameters
Cache size 32KB
Block size 32 bytes
Associativity 4-way
Number of tag word line 1

Number of tag bit line
Number of data word line
Number of data bit line
Number of input/output port

RINNN

Table 17 shows parameters used in our CACTI simulation. Thygnadi CACTI model
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optimizes the number of wordlines and bitlines in a giverheasize and CMOS technol-
ogy. To compare the cycle time in our CACTI simulation withobéinging the number of
wordlines and bitlines, we fixed the number of wordlines attichies to the optimized val-
ues that are given by CACTI with 32KB cache size, 32 byte bloz,st-way associativity
and 0.2% CMOS technology. The original CACTI model uses an RC based timiodel.
Instead, we use delay model Equation 14 in Chapter 3, so thaawevaluate the impact

of supply voltage scaling in a give CMOS technology.

Tag array & Comparator |, |
H sense amp ' | MUX driver |
Decoder |: | i+ | Output driver
L Data array & '
E sense amp ! !
Groupl Group2 . Group3 :  Group4

Figure 44: Latch-based cache pipelining

We apply the two different pipelined cache implementaticimesnes mentioned in Sec-
tion 8.2.2. One is latch-pipelining. First, we break CACTIlariour different functional
groups considering the delay of each functional group assho Figure 44. The four
groups would be pipeline stages for a 4-stage pipelinedecathen, we decide 2-stage,
3-stage and 4-stage pipelined cache structures by merdjagemt groups such that the
delay of each stage is as even as possible. The delay ovetbead latches is considered
using delay values from [64]. For the wave-pipelined caglecollect cache access time
reported by CACTI while varying the number of wave pipelinggss

Using LPPC, we lower the supply voltage instead of reduciegciftle time as shown
in Figure 42. This means that we can choose the loWgdior a pipelined cache while the
cycle time of a pipelined cache is equal to or smaller tharcytoée time of a non-pipelined
cache. To obtain the lowesf,, for LPPC, we measure the delay variations of CACTI by
varying supply voltages and depth in a pipelined cache asshoFigure 45. We assume

that caches in a processor function properly to as low as (oieAse note that, however,
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Figure 45: Delay of a latch-pipelined(left) and wave-pipelined(tiptache

as did not design sense amplifiers for each supply voltagddwar supply voltage for a
pipelined cache can be chosen from this graph. The followkagnple shows how to select

theV,, of LPPC using Figure 45.

Example 2: Consider a processor with a non-pipelined cache of 2.25V supply voltage using
the cache configuration parameters in Table 17. The delay of the cache is 1.97 ns from Figure 45.
The non-pipelined cache is replaced with a multi-stage pipelined cache. If LPPC adopts a 2-stage
latch-pipelined cache, we can lower the V4 of the 2-stage pipelined cache to as low as 1.65V with-
out increasing the cycle time. If LPPC adopts a 2-stage wave-pipelined cache, we can use 1.05V
V4q. Furthermore, we can use a 0.75V V,, if we use a 3-stage wave-pipelined cache instead of a
non-pipelined cache with a 2.25V V4. This lowered supply voltage directly impacts on the energy
savings of a cache. As such, the 2-stage and 3-stage wave-pipelined cache can save 78% and

89% of energy consumed in a cache, respectively. O

The delay of a cache is not reduced linearly as the pipeliepeies as shown in Fig-

ure 45. This sub-linear delay reduction is caused by uneyeliping in the case of a
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latch-pipelined cache. In the case of a wave-pipelined eadklay reduction from 1-
stage to 2-stage is different from the reduction from 2-atmgy3-stage because the wave
pipelining of CACTI is restricted by delay of each block in Tad¥; thus, the delay time of
the CACTI cache model cannot be smaller than each logic stdgg d&e do not discuss
latch-pipelined caches in the later sections of this chagitece a wave-pipelined cache

outperforms a latch-pipelined cache as shown in Figure 45.
9.1.3 Architecture Configurations and Benchmarks

The Simplescalar/ARM+Wattch configuration is modeled atber Intel StrongARM mi-
croarchitecture. Since StrongARM does not use a branchttagier (BTB), the BTB
configuration follows the Intel XScale configurations [29]he memory system consists
of two levels. The first level is L1 caches (one instructionlmand one data cache), and
the second level is off-chip main memory. We assume thathyaadk programs fit into the

main memory. The detail configuration is shown in Table 18.

Table 18: Simplescalar configurations

Execution type In-order
Fetch queue 2
Branch predictor 128 entry BTB,
8K bimodal
Block Fetch & Decode width 1
Functional Units 1intALU, 1 FP ALU
1 FP mult
L1 I-cache 32KB, 4-way
L1 D-cache 32KB, 4-way
L2 cache None
Memory bus width 4
Memory latency 12
Clock speed 233MHz
Vaa (Core) 2.25V
Vaq (Cache) 2.25V, 1.05V, 0.75V

We use a TSMC 0.25technology library from LEDA systems to estimate buffer pow

as explained at the beginning of this section. Therefonap&iscalar/ARM+Wattch and
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CACTI are scaled to 0.2btechnology. A clock speed of 233 MHz is used since it is
the fastest clock speed used in StrongARM-110 [29]. SimplesARM+Wattch uses a
2.25V supply voltage when Simplescalar/ARM+Wattch is tegded.25%: technology [9].
Therefore, the supply voltage for the datapath (withouheat of the processor is fixed
to 2.25V. The cache uses different voltages according talépeh of the pipelined cache
stages. The 1-stage cache uses the same supply voltage detdpath, 2.25V. The 2-
stage, 3-stage and 4-stage pipelined caches use 1.05V, &ndkED.7V respectively, which,
as shown in Figure 45, are the lowest voltages that have eqsataller delay time than a

1-stage (i.e., unpipelined) cache.

Table 19: Benchmarks

| Name \ Category | Characteristics |
DIJKSTRA Network calculating the shortest path between every pairs
in a tree structure using Dijkstra algorithm
DJPEG Consumer decompressing images using JPEG algorithm
GSM Telecom decoding a voice using the Global Standard
for Mobile (GSM) standards
QSORT Automotive and sorting large array of strings with
industrial control quick sort algorithm
SHA Security producing 160-bits message
digest for a given input
STRINGSEARCH Office searching for given words
using a case insensitive algorithm
MPEG2DEC N/A decoding MPEG2 video file

We evaluate our LPPC with benchmarks from embedded systemaids, which
include the MiBench benchmark suit [25] and the software MPEBcoder v1.1 from
MPEG Software Simulation Group [44]. MiBench is a set of benalks targeting embed-
ded system performance evaluations. MiBench classifies @aeldesystem applications
into six categories. We chose one benchmark from each agtedlbe MPEG2 decoder
decodes an MPEG?2 video file of 170(width)x128(height)x8tfes). Table 19 shows the
benchmarks and functionalities that we chose.

A compiler optimization is used to minimize data hazards@éaened in Section 8.2.3.
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Each benchmark is compiled using ARM-LINUX-GCC cross conmpigrsion 2.95.2 with
-fschedule-insnsand-O3 options. The-fschedule-insns@ption combined withO3 re-
orders instructions to avoid stalls due to unavailable digiassible [71]. These two options
optimize instructions to reduce load delay penalties.

The LPPC model is simulated using the benchmark programaiaeg in this section.

The next section studies the experimental results in tefrperformance and power.

9.2 Experimental Results

Our proposed Low Voltage Pipeline Cache (LPPC) saves poweeaedy by lowering

the V,, of caches and maintains system throughput by pipelining#ohes as described
in Section 8.2. We evaluate the power efficiency of our LPPE&imparison with the non-
pipelined cache architecture using the experimental enmient and benchmarks from
embedded system domains described in Section 9.1. The thidextures are compared
in terms of execution cycles, power consumption and eneoggumption. We take the

clock gate mode 8om Simplescalar/ARM+Wattch for power and energy estiorai[9].
9.2.1 Performance results

In this section, we compare execution cycles of non-pigelinache and pipelined cache
architectures. We use 2-stage, 3-stage and 4-stage g@edaches for both the I-cache
and the D-cache of the baseline architecture; we always lxettpcaches at equal pipeline
depth (e.g., both a 3-stage pipelined I-cache and a 3-stpgkned D-cache). The perfor-
mance simulation results are shown in Table 20. We simukatersdifferent benchmark
programs from the embedded system domain. The 1-stage masaliein column 1 is the
result of the non-pipelined cache. Each pipelined cachdtrkas four columns: the col-
umn “cycles” indicates execution cycles used in runninghda@nchmark on the processor
pipeline associated with a particular cache; the columnédiTaneans total cycle increase

compared to non-pipelined cache architecture; and therooficache” and “Dcache” each
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refer to increase in execution cycles due to the pipelineathe and the pipelined D-cache,
respectively.

From the results, we can notice that using a pipelined cachetifree because increas-
ing pipelining depth increases pipelining penalties eveugh we use techniques to hide
the pipelining penalties. The result shows 4.14%, 11.53é1ah42% of execution cycle
increment for 2-stage, 3-stage and 4-stage pipelined gadoessor, respectively, on aver-
age. The performance penalty due to increased pipelinijgsHifferent results according
to the benchmarks. Some benchmarks such as the GSM and SidAnbarks show incre-
ments less than 2% with a 2-stage pipelined cache. In continesDIJKSTRA benchmark
increases execution cycles more than 9% due to the incregsselahe depth. More detailed
explanations can be found by examining the “Icache” and @beacolumns. From the av-
erage for a 2-stage pipelined cache, we can see that theli2-eacounts for 77% of the
total increase in number of clock cycles needed to execetbémchmarks. Even though
the DIJKSTRA increases 9.4% due to the 2-stage pipelinedesatche majority of the
cycle increase is due to the pipelined D-cache. The pipglireache increases execution

cycles only 1.13% with the DIJKSTRA benchmark. The STRINGSEARS&ichmark

Table 20: Execution cycles
1-stage cache 2-stage pipelined cache

Increase (%)
Benchmark cycles cycles

DIJKSTRA 100,437,638  N/A N/A N/A 109,881,681 9.40 1.03 8|27
DJPEG 10,734,606  N/A N/A N/A 11,380,700 6/02 034 5|68
GSM 21,522,73p N/A N/A N/A 21,859,91p 1.7 0.46 111
MPEG2DEC 28,461,724 N/A N/A N/A 29,398,449 3]29 028 3101
QSORT 90,206,190 N/A N/A N/A 93,280,904 341 191 1|50
SHA 17,533,248 N/A N/A N/A 17,600,241 0.88 0.34 0.p4
STRINGSEARCH 6,356,945 N/A N/A N/A 6,668,413 4190 213 2{77

Average 4.14 0.94 3.2D

3-st pipelined cache pipelined cache
—— Increase (%)
Benchmark cycles cycles
DIJKSTRA 127,199,801 26.65 2.38 24.26 141,488,147 J0.11 5.11 25.00
DJPEG 12,243,399 14.06 0.74 13.B2 13,091,p13 15.41 1.84 13.57
GSM 23,078,322 7.23 1.0B 6.19 24,173,369 11.08 1.59 D.49
MPEG2DEC 31,741,379 11.52 1.27 10.p5 33,969,889 15.87 2.37 13.50
QSORT 97,111,274 7.65 4.10 3.55 100,787,822 10.08 6.74 3.34
SHA 18,014,403 2.74 0.7¢ 2.0 18,413,569 4.98 1.14 B.84
STRINGSEARCH 7,048,747 10.88 4.%8 6.81 7,409,552 13.40 6.94 6.46
Average 11.58 2.12 9.41 1442 3|68 1Q0.74

101



has the largest influence from the pipelined I-cache inangag.13% of execution cycle.
The negative impact of the pipelined I-cache is small origdge for six other benchmarks

while the impact of the pipelined D-cache shows a huge vanat

9.2.2 Impact of instruction distribution on performance

O Load B Store @ Branch OALU
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Figure 46: Dynamic instruction distribution

We analyze dynamic instruction distribution to exploreghiping overhead of each
benchmark. The instructions are classified in four categetiranch, store, load and ALU
instructions. The branch category represents flow contsttuctions. The store and load
categories contain memory store and load instructionpetvely. The ALU category in-
cludes floating point and integer ALU operations. Figure d@ngs the dynamic instruction
distribution of each benchmark.

Our architectural setup hides branch penalties using a BER@ained in Section 8.2.3.
However, a large number of branch instructions in a benckrpatentially incur higher
chances of branch misprediction, which leads to increasadch penalties. We can ob-

serve this relationship by comparing Figure 46 and Table RAf. example, the DJEPG,
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MPEG2DEC and SHA benchmarks have smaller numbers of brasttuctions and thus
show smaller increases in execution cycles due to the pgetli-cache. Meanwhile, the
GSM benchmark increases small number of cycles althougingpaglative large amount
of branch instructions. We observe a similar result withbh#&STRA benchmark, which
has small penalty cycles due to a pipelined I-cache than 8@RY benchmark in spite of
the large number of branch instructions. Therefore, we nagyasBTB is well suited for
the GSM and DIJKSTRA benchmarks.

Similar to the branch instructions, the number of load undions affects the execution
cycles increase due to the pipelined D-cache. The GSM andl&8hmarks experience
a small performance loss due to a pipelined D-cache thartke temall number of load in-
structions in GSM and SHA. The QSORT benchmark has smalbpeence overhead even
though QSORT contains a large percentage of load instngtiblJKSTRA and DIJPEG
benchmarks, on the other hand, show relatively large pmdace loss with a percentage
of load instruction similar to QSORT. Compared to the numbidaranch instructions, the
given pipelined cache architecture experiences relgtiaege performance loss. This re-
sult confirms that the static scheduling technique we usetias effective as the dynamic
scheduling we consider. However, we use static schedwihgle load use delays because
dynamic scheduling such as found in a superscalar architeptquires significant power

budget and may not be adequate for embedded systems doihatimgetevaluate.
9.2.3 Cache power results

Now we analyze power consumption of the different pipelicadhe architectures. We
measure power consumption of the whole processor modekrttiee microprocessor as
well as each pipelined cache used by the microprocessor.

Figure 47 shows normalized cache power consumption of eaathionark with various
pipelined cache stages. By lowering the supply voltage fra2b\2 to 1.05V, the 2-stage

pipelined cache achieves a 70% cache power reduction oage/efhe 3-stage and 4-stage
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Figure 47: Normalized cache power consumption according to the caigiedie stage

pipelined caches save 82% and 85% in average cache powsgctiesly. Power savings
increments achieved using 3- and 4-stage pipelined cachelatively small compared
with the initial power savings of the 2-stage pipelined eablecause we can lower only
an incrementally small additional amount from the suppligage: 0.3V and 0.05V for 3-
and 4-stage pipelined caches, respectively. The powengsafiom the pipelined cache are
limited bv the supply voltaae reduction.

I-cache I-cache
25% 10%

N

D-cache
5%

Core D-cache Core
63% 12% 85%
(a) Non-pipelined cache processor (b) 2-stage pipelined cache processor

Figure 48: Processor power distribution

The reduction in total power consumption of the pipelinedheaprocessor depends
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on the contribution of the cache power consumption out otdked processor power con-
sumption. The Simplescalar/ARM+Wattch processor modelshbat 37% of the total
processor power is consumed by the non-pipelined cachdwasmsn Figure 48(a). This
proportion is reasonable if we consider that cache power@tf@engARM 110 processor
comprises 43% of the total chip power [42]. Figure 48(b) i plower breakdown of the
2-stage pipelined cache processor. Thanks to the 70% caevex peduction, the 2-stage

pipelined caches comprises only 15% total processor posresumption.

9.2.4 Processor power results
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Figure 49: Normalized processor power consumption according to tbleecpipeline stage

Figure 49 show normalized total processor power consumpiibe 2-, 3- and 4-stage
pipelined cache processors achieve 23.55%, 27.21% and%@f2erage power savings,
respectively. Although the 4-stage pipelined cache sa¥%es®re cache power consump-
tion compared to the 3-stage pipelined cache, the 4-stagdined cache processors con-
sumes more power than 3-stage pipelined cache processaudgepipelining overhead is

larger than power reduction. Therefore, a 4-stage pipeloaehe is not as power efficient
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as a 3-stage nor as performance efficient as 3-stage in the grehitecture we consider.
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Figure 50: Normalized Processor energy consumption according to alebecpipeline
stage

The power savings of the benchmarks do not represent theffalit of the pipelined
cache correctly because the performance loss not accoiamtecthe power savings num-
bers. For example, the DIJKSTRA benchmark gains the largegepsavings yet also ex-
periences the largest increase in execution cycles. Tdrexefnergy savings are more im-
portant than power savings for understanding the resuiggiré& 50 shows the normalized
energy consumption of each benchmark with different catdges. The 2-stage pipelined
cache processor achieves 20.43% average energy savingeveipwhe 3-stage pipelined
cache saves only 19.03%. In short, we find that each extrdimgpstage (beyond two)
in the caches results in reduced energy savings when cothpatbe 2-stage case. The
2-stage pipelined cache is the most energy effecient.

Although our proposed LPPC achieves 20.43% average enekgygs with 4.14%
average execution cycle increase, since some embeddethsystust maintain exact exe-

cution time constraints, we investigate eliminating theigrenance loss due to execlusively
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Non-pipelined cache architecture

Benchmark Cycle time (nS) Vdd (datapath) Vdd (cache) Power (W)
DIJKSTRA 4.29 2.2% 2.2 3.57B
DJPEG 4.29 2.26 2.25 3.709
GSM 4.29 2.2% 2.2b 3.66P
MPEG2DEC 4.29 2.26 2.25 3.5711
QSORT 4.29 2.2b 2.25 3.295
SHA 4.29 2.2§ 2.2b 3.83B
STRINGSEARCH 4.24 2.25 2.25 3.426

Average 3.577

2-stage low power pipelined cache architecture

Benchmark Cycle time (nS)  Vdd (datapath) Vdd (cache) Power (W) % Total power saving
DIJKSTRA 3.92 2.49 1.1 3.18b 10.87
DJPEG 4.05 2.40 1.1p 3.190 14.p0
GSM 4.23 2.29 1.1 3.03¢ 17.30
MPEG2DEC 4.14 2.38 1.1p 3.012 15.p7
QSORT 4.15 2.33 1.1p 2.737 16.p3
SHA 4.28 2.26 1.14 3.11p 18.47
STRINGSEARCH 4.09 2.3y 1.15 2.937 14.p7

Average 3.028 15.32

Figure 51: Pipelined cache adjusted power consumption

scaling voltage. To maintain execution time, we reduce ffodectime (and thus increase
the supply voltage over our current results). When we scaleegpired supply voltages
for the non-cache circuits using Equation 14, in whicls set to 1.5 [43] , we choose ad-
justedV,, for caches using Figure 45 and calculate power consump$simg EEquation 13
as well. Table 51 shows (i) the cycle time needed to maintarthroughput, (ii) required

V44 1o speed up non-cache and (iii) requirifig; to speed up the cache and (iv) result

ing power consumption. As a result, the adjusted 2-stageCLiRFrable 51 achieves the
same execution time as our initial 1-stage cache archiecAlthough the increased sup-
ply voltage increases power consumption (i.e., 5.11%),& BEhieves 15.32% of average

power saving without performance loss.

9.3 Summary

In this chapter, first we explained our experimental setugveduate LPPC. We use Sim-
plescalar/ARM for the performance estimation of a proces®é added Wattch to Sim-

plescalar/ARM to estimate power consumption of Simplest&RM. We also modified
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Simplescalar/ARM+Wattch so we can evaluate architectuaes svith a different num-
ber of cache stages. To model the power consumption of lsufiewween broken pipeline
stages, we use the MARS Verilog processor model. We incré@seumber of pipeline
stage in MARS; then, using a synthesis based power estimateomodel the buffer power
and feed the power model into Simplescalar/ARM+Wattch.

Accurate cache delay modeling is very important becauseawigld the supply voltage
of the cache based on cache delay. We modify CACTI to obtainecdelay while chang-
ing cache supply voltage. We considered conventional ipipélcaches as well as wave-
pipelined caches and find that the wave-pipelined cachepesfbest; thus, we consider
only wave-pipelined caches for our experiments.

We evaluate LPPC by comparing to a base non-pipelined cachéexture. We con-
sider 2-, 3- and 4-stage pipelined caches. While using a psoce&onfiguration targeting
an embedded processor, we find that 2-stage LPPC shows thredadts in terms of power.
The 2-stage LPPC achieves 23.55% power reduction and 20e48%gy reduction.

In the next chapter, we will explain a sleepy stack pipelicache, which combines the

sleepy stack SRAM and LPPC.
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CHAPTER X

SLEEPY STACK PIPELINED CACHE

In this chapter, we combine our two low-power techniquesiciviare the sleepy stack
SRAM and Low Power Pipelined Cache (LPPC) explained in Chaptensl®. The sleepy
stack technique achieves ultra-low leakage power consamgtiowever, increase of delay
is a bottleneck to use the sleepy stack technique in a systanshould maintain perfor-
mance. To overcome this bottleneck, we apply LPPC to theglstack SRAM, and thus

we achieve low-leakage power consumption while maintgiperformance.

10.1 Approach

In this section, we explain our design approach to combieestbepy stack SRAM and

LPPC.

IF ID EX MEM WB

SRAM

(a) A pipeline with non-pipelined caches

IF1 IF2 ID EX MEM1 | MEM2 WB
% l-cache1 |-cache2 D-cache1 D-cache2 Sleepy stack i
i SRAM |

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

(b) A pipeline with sleepy stack pipelined caches

Figure 52: Non-pipelined and sleepy stack pipelined cache architestu
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Figure 52 depicts our sleepy stack pipelined cache comparadconventional non-
pipelined cache. The base case in Figure 52(a) has two patisgd caches, which are
leaky but fast conventional SRAM. Meanwhile, our approadhigure 52(b) applies sleepy
stack pipelined SRAM to the processor pipeline. The sleeamkssRAM explained in Sec-
tion 6.2 increases delay compared to the conventional ¢acttethus the cache may not
be accessed in one cycle unlike the conventional cache. &a@owme this problem, we
pipeline the sleepy stack SRAM. This approach is similar t#CHn Chapter 8. How-
ever, at this time, we apply the sleepy stack techniqueansté lowering supply voltage.
Therefore, the processor pipeline is expanded along thelipgal cache. The decreased
cache access delay can allow the pipeline in Figure 52(bgh@ee the same cycle time
as Figure 52(a) even though the delay of a cache in Figure #2(arger than the delay
of a cache in Figure 52(a). In Chapter 9, a wide variety of pgecgcache pipeline struc-
tures (number of stages, etc.) are explored, and Figure&siss® provide a high-impact
tradeoff; thus, we focus exclusively on Figure 52’s tradl@othis chapter.

We discussed issues related to pipelining penalties anelipgpimplementation in
Chapter 8. Similar to LPPC in Chapter 8, we use a Branch TargeeB(BfTB) to tackle
branch delay and a compiler technique to tackle load delay.aldb use wave-pipelining
to implement cache pipelining. However, at the circuit lewt which we are to imple-
ment a sleepy stack pipelined cache, the wave pipeliningesould satisfy two timing
constraints [10]. First, the number of wave pipelining s needs to satisfy:

Tmaa: Tmm

< N <
Tk Tk

+1, (24)

whereT,, .. is the maximum delayl,,.;, is the minimum delay, and,; is the cycle time.
Second, another constraint is that next earliest wave dhwatlarrive at a gate input until
the latest wave has propagated through. We will address tississues when we imple-
ment the sleepy stack pipelined cache.

In the next section, we explain the detailed design metloggobf the sleepy stack

pipelined cache described in this section.
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10.2 Design methodology

In this section, we explain the design methodology of ouppse&d low-power pipelined
cache using sleepy stack SRAM. We first design our SRAM, themat delay and power
consumption. The estimated values are fed into the pipglmecessor simulation model

to estimate power consumption using benchmark programs.

10.2.1 Sleepy stack SRAM

g |8
SRAM |§ S | SRAM
subblock 8 8 subblock
(8KB) [% | | |3 | (8KB)
o o
5 X X
R,
8 Local wordline
8 Global wordline
o
~ g |8
SRAM |[§ S | SRAM
subblock 8 8 subblock
(8KB) % | |3 | (8KB)
o o
(nd o

Figure 53: SRAM structure

We design 32KB SRAM with four 8KB subblocks as shown in FiguBe Bhe SRAM
mainly consists of the decoder and the SRAM core. The decoddaies one of the SRAM
rows according the address input. The decoder further stsnsi the pre-decoder and the
row-decoder. Each subblock is selected using a g@batl i ne, and a row of a subblock
is selected using a locabr dl i ne from the pre-decoder (please note that there are more
than one localwor dl i ne wires in Figure 53 even though only one wire is shown for
simplicity). The row-decoder enables one row of the setéstédbblock by combining the
globalwor dl i ne and locamor dl i ne [3]. The line size of our subblock is 32B, and each

subblock has 256 rows. A column of a subblock consists oftianege logic, SRAM cells,
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and column select logic. Eight columns share a sense amplifige enable logic, and data
input logic. The column select logic selects one column deight columns. This column
select method is generally used in SRAM design to save arep@mer consumption of
the sense amplifier and the write enable logic. Instead dirsgafrom scratch, we use the
CACTI model for the SRAM structure and transistor sizing [5fjdacale down to the
target process, i.e., 0.07

We first design a base case SRAM that uses conventional CMOSideels. Then
we design sleepy stack SRAM by applying sleepy stack to thessdional SRAM. In the
decoder, we do not apply sleepy stack to the glatai dl i ne decoder driver because
degradation of its driving power degrades performanceifsigntly. Also, in the SRAM
cell array, we apply the sleepy stack only to the SRAM cell,, itbe precharge logic,
column select logic, and write enable logic are intact. aligh the intact components also
consume considerable amounts of leakage power, chandicgraponents may reduce
performance significantly.

Also, we consider low;; LPPC for the purposes of comparison. In nanoscale technol-
ogy, low-V;; LPPC can save dynamic power as well as static power sincé/lgwegrades
the Drain Induced Barrier Lowering (DIBL) effect. We use a dypoltage value of).7V
for a low-V,; LPPC.

To evaluate the SRAM design, we mainly use a simulation basgdodology utilizing
HSPICE. We design the SRAM (targeting O.0%chnology) using gate-level netlists in
HSPICE with which we can use the 0,0Berkeley Predictive Technology Model [7].
The SRAM models are simulated to measure active power, gtatier and SRAM access
time. We use 1.0 as supply voltage of the base case. The active power is nezhsur
while accessing SRAM cells. We also derive per-access ergenggumption by dividing
measured power consumption by maximum clock frequency.sfdte power is measured
while stopping all input transitions. During static poweeasurement, we turn off sleep

transistors of the sleepy stack SRAM (i.e., we assume we aske@p mode). To avoid
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leakage power measurement biased by a majority of ‘1’ véSyser vice-versa) values,
half of the cells are randomly set to ‘0, with the remaininglfhof the cells set to ‘1.
SRAM propagation delay is also measured along the critighl fpam the input address to

the sense amplifier output driver.
10.2.2 Pipelined cache model

We use modified Simplescalar/ARM [61], which we use in Chaptéorhe performance
evaluation of our target processor. Therefore, the modBiedplescalar/ARM processor
has increased branch and load delays (i.e., proportiorthétpipeline depth of the I-cache
and D-cache, respectively). However, these penaltiegedreed by a Branch Target Buffer
(BTB) and compiler optimization explained in Section 8.2.8eTSimplescalar/ARM con-
figuration is modeled after the Intel StrongARM as well asliXt&cale microarchitectures
similar to the Low-Power Pipelined Cache (LPPC) experimer@hapter 8. However, at
this time we use direct mapped caches instead of 4-way cactahieve fast cache ac-
cess time. The memory system consists of two levels. Theldwst is L1 caches (one
instruction cache and one data cache), and the second dev#lchip main memory. We
assume that benchmark programs fit into the main memory. ¥éeusle the seven bench-
mark programs used in Table 19 in Section 9.1.3. The detatefiguration is shown in
Table 21.

We assume that the critical path of the base case pipelinggurd-52 (a) lies in the
cache access stages, i.e., IF and MEM, and other stagestanézep based on the feasible
cycle time of IF and MEM stages. This assumption is reas@ladétause caches are often a
bottleneck to reduce cycle time, and a pipelined cache isdilp introduced to overcome
this bottleneck. A clock speed of 833 MHz in 0;07echnology is used since it is the
fastest clock speed that can be achieved from the SRAM thaesignl Furthermore, we
use the before and after cache cases shown in Figure 52. V¢eiraesecution cycle time

using the non-pipelined cache processor and the sleeply giaelined cache processor.
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Table 21: Simplescalar configurations for sleepy stack SRAM

Execution type In-order
Fetch queue 2
Branch predictor 128 entry BTB,
8K bimodal
Block Fetch & Decode width 1
Functional Units 1 integer ALU, 1 FP ALU
1 FP mult
L1 I-cache 32KB, 1-way
L1 D-cache 32KB, 1-way
L2 cache None
Memory bus width 4
Memory latency 12
Clock speed 833MHz
Vaq (Cache) 1.0v,0.7v

We feed measured per-access energy of the SRAM into SimfaegdaM, then SRAM
power consumption is estimated by combining the per-aceesgyy and the cache access
ratio.

We design the sleepy stack pipelined SRAM, the base case SRAdtha lowd/,
LPPC described in this section. The three SRAM designs arelaied and compared in

terms of power and performance in the next section.

10.3 Results

In this section, we compare the three SRAM designs explain&ection 10.2. We first
study power consumption of the three designs. Then we expherperformance results at

the architectural level.
10.3.1 SRAM power consumption

Table 22 shows HSPICE simulation results of SRAM in @.@&chnology using BPTM [7]
(note that Figures 54(a) and 54(b) show the same resultsynaiphs). We measure active
power, static power and delay. The sleepy stack SRAM achiExéstatic power reduction

compared to the base case SRAM. Although the sleepy stackitehshows more than
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Table 22: SRAM power consumption

Active power (W) Static power (WM

Decoder 4.78E-03 4.15E-p4

Basecase [SRAM 5.28E-02 4.78E-(03

Total 5.76E-02 5.20E-Q3
Low-Vdd |Decoder 2.07E-03 1.18E-D4
pipelined |SRAM 2.17E-02 1.66E-03

cache |Total 2.38E-02 1.78E-Q3

Sleepy stack|Decoder 4.35E-03 5.84E-p5
pipelined |SRAM 7.38E-02 2.48E-04

cache |Total 7.82E-02 3.07E-Q4

(a) Active power (b) Static power (c) Delay

W Decoder M SRAM subblock M Rise/fall time

8.00E-02, 6.00E-03 1.80E-09

7.00E-02] 1.60E-09

5.00E-03|
1.40E-09

6.00E-02

4.00E-03| 1.20E-09

5.00E-02

1.00E-09

4.00E-02] 3.00E-03|
8.00E-10

3.00E-02

2.00E-03 6.00E-10

2.00E-02

4.00E-10]

1.00E-03|

1.00E-02] 2.00E-10

0.00E+00

0.00E+00! 0.00E+00!

Basecase Low- Sleepy Basecase Low- Sleepy Basecase Low- Sleepy
voltage  stack SRAM voltage  stack SRAM voltage  stack SRAM
SRAM SRAM SRAM

Figure 54: SRAM performance comparison

two orders of magnitude leakage power reduction for gemagic circuits and SRAM cells

in Chapter 7, the overall SRAM leakage reduction is smallertdilee circuits (i.e., global
wor dl i ne driver, sense amplifiers, and write enable logic) using eatienal CMOS in
both cases (before and after); only the SRAM cells are chamg8&RAM subblocks and
every gate except the globabr dl i ne driver in the decoder. Meanwhile, the sleepy stack
SRAM shows a 36% active power increase. Delayed switchingeo§leepy stack SRAM
cell increases the sense amplifier and write enable ciycurtstable time, which increases
short-circuit power during switching. Lowg; LPPC reduces active power by 59% and
static power by 3X. The active power reduction of &% LPPC is an advantage over

the sleepy stack SRAM. However, compared to the sleepy stR&WS leakage power
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reduction of low¥,,; LPPC is small.

Table 23: SRAM delay

Delay (ns)
Decodet SRAM Rise/fall time SRAM Total
subblock external
Basecase | 4.61E-10 3.24E;10 7.108-11  3.44E-10 1.2Q0E-09
Low-Vdd
pipelined |6.61E-1) 5.61E-10 4.25E-10 3.44Eil10 1.99H-09
cacht
Sleepy stack
pipelined 1 7 g9e-19  3.900  7.47E41  3.44E[10 1.598-09
cache
(longest path
Sleepy stack
pipelined |7 8619 361E-10  9.50E-11  3.44E[10 1.59E-09
cache
(shortest path)

Table 23 shows SRAM delay (note that Figure 54(c) shows theesasults with
graphs). Decoder delay is from the address input tawred! i ne driver output. SRAM
subblock delay is frommor dl i ne select to the sense amplifier output driver. Rise/fall time
is switching delay of the sense amplifier driver. Theref&@8AM internal delay consists
of decoder delay, SRAM subblock delay, and rise/fall time. 3/sume that the required
cycle time (.2ns) includes SRAM internal delay as well as SRAM external delay,,e
address calculation circuitry delay in IF and MEM stagese BRAM internal delay of
the base case i8856ns, and thus SRAM external delay 1s20ns — 0.856ns = 0.344ns;
note that in our comparison, the “SRAM external delay” is casnrfor both the base case
and the sleepy stack SRAM. Based on this assumption, we nowlaedhe longest path
delay of the sleepy stack SRAM. The longest path delay of #epsl stack SRAM passes
though the globahor dl i ne decoder, and thus the longest path delay of the sleepy stack
SRAM is1.59ns as shown in Table 23. Meanwhile the shortest path delayma#siough
localwor dl i ne is 1.59ns. From Equation 24, we can find that possible number of wave

pipelining stages is two. Although the sleepy stack SRAMeases internal delay by 46%,
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we can potentially achieve2n cycle time by pipelining the sleepy stack SRAM. The in-
creased delay of lows,; LPPC, which is 92%, is also hidden using pipelining. We assume

the SRAM design satisfies the second wave-pipelining cansiraSection 10.1 because

SRAM inputs are balanced and easy to control [10].

10.3.2 Pipelined cache performance

Table 24: Pipelined cache active power per benchmark

. Execution Active cache power (W)
Technique Benchmark Cycles ICache DCache Total

CJPEG 45,689,75[ 3.73E02 1.36H-02  5.10E-02
DIJKSTRA 101,478,228 3.58E-02 1.47Ei02  5.05H-02
DJPEG 11,060,178 3.48E-p2 1.67E;02  5.14K-02
Base case GSM_ENC 21,551,339 4.09E-D2 9.25E}03  5.02E-02
MPEG2DEC1 29,280,10p 3.18EP2 1.58H02 4.77E-02
QSORT 91,810,948 2.76E-D2  1.47E{02  4.23K-02
SHA 17,533,451 431E-Q2 1.11E{02 5.42H-02
STRINGSEARCH 6,983,598 3.08E-p2 1.16Ef02  4.24K-02

Average 3.53E-02 1.34E-02 4.87E-p2
CJPEG 47,300,05B 1.49EP2 5.45H03 2.04E-02
DIJKSTRA 110,896,83% 1.36E-02 5.55E{03 1.91H-02
DJPEG 11,703,67pD 1.36E-D2 6.51E{03  2.01K-02
Low-voltage [GSM_ENC 21,888,764 1.67E-D2 3.77Ef03  2.04K-02
pipelined cache®QSORT 30,212,689 1.28E-p2 6.35E{03  1.91HE-02
MPEG2DEC1 94,873,58p 1.10EP2 5.878H-03 1.69[-02
SHA 17,600,173 1.78E-02 457E{3 2.23H-02
STRINGSEARCH 7,287,21y 1.22E-p2 4.61E03  1.68K-02

Average 1.41E-02 5.33E-03 1.94E-p2
CJPEG 47,300,05B 490E02 1.79H02  6.69E-02
DIJKSTRA 110,896,831 445E-02 1.82E102  6.27H-02
DJPEG 11,703,67p 446E-D2 2.14E}02  6.60KE-02
Sleepy stack| GSM_ENC 21,888,764 5.47E-D2 1.24E}02  6.71K-02
pipelined [QSORT 30,212,689 4.19E-p2 2.08E{02  6.27H-02
MPEG2DEC1 94,873,58p 3.62E02 1.93H02 5.54F-02
SHA 17,600,173 5.83E-02 1.50E{02  7.33H-02
STRINGSEARCH 7,287,217 4.00E-p2 1.51E;02  5.51K-02

Average 4.61E-02 1.75E-O2 6.37E-2

We measure execution cycles and active power consumptitireafonventional non-
pipelined cache and the sleepy stack two-stage pipelineldecasing our simulation en-

vironment. From the results of the seven different benckm)ahe result shows that the

117



pipelined cache increases cycle time by 4% on average cechpgarthe non-pipelined
cache; and the average I-cache and D-cache miss rates 8% ritl 0.98%, respectively.
Although the cycle time of the sleepy stack is increased,ithiemarkable improvement if
we consider the delay overhead of the sleepy stack SRAM (46%).

Unfortunately, the sleepy stack SRAM increases active pdoyean average of 31%,
and this is consistent with the result in Section 10.3.1.c&ithe active power increase
is non-negligible, we need to consider the tradeoffs betwastive power overhead and
static power savings. The active power overhead is 15.0md/r@duced leakage power
saving from the two sleepy stack SRAMs (I-cache and D-cach®)48mW. Therefore,
if the sleep mode is 3 times larger than active mode, overaigy saving of the sleepy
stack SRAM is larger than the conventional SRAM with a smalkexien cycle overhead.
Compared to lowK;; LPPC, the active power overhead of the sleepy stack pipetiaeke
is 44.3mW, and leakage power saving is 2.94mW. Therefotégitleep mode is 3 times
larger than active mode, overall energy saving of the slatggk SRAM is larger than the
conventional SRAM with a small execution cycle overhead. & ngcall the cell phone
calling time scenario in Chapter 2, our sleepy stack SRAM hasdige over the base case
as well as lowy,,; LPPC.

Due to the additional transistors and complex structueestbepy stack SRAM incurs
some area overhead as explained in Chapter 7. However, sinskeepy stack SRAM has
some parts that use conventional style CMOS design, e.gc¢aldeglobawor dl i ne
driver, precharge logic, sense amplifier, write enabledpgie estimate that overall area
overhead is less than 100% (i.e., the sleepy stack SRAM igHass2X the original area).
(Please note that we assume the area overhead is paid fomrotencreased chip cost;
i.e., we do not halve the L1 cache sizes in this sleepy stasd ra

Clearly, the specific quantitative results presented hdieavy as more accurate 0.07
models become available and more accurate processor mgfdiglsign is done. Neverthe-

less, we expect the high level trend/tradeoff identifiechis paper to hold true in general:
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sleepy stack pipelined caches provide much lower standiakélge) power consumption

at a cost of increased active power consumption and area.

10.4 Summary

In this Chapter we introduce a new low-leakage technique Ioyboaing two low power
techniques we have pioneered: sleepy stack and LPPC. Thpy siieek pipelined SRAM
can achieve low-leakage power consumption while almoshtaming the architectural
performance with a potentially small 4% cycle time increddee leakage power reduction
is more than 17X compared to the conventional non-pipelcethe SRAM design and
more than 5.6X Compared to loW; LPPC. Although our combined technique incurs
31% dynamic power increase, our technique can be well appligystem that has short

operation time (long sleep time) on average.
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CHAPTER Xl

CONCLUSION

In nanometer scale CMOS technology, subthreshold leakagerge compatible to dy-
namic power consumption, and thus handling leakage poweegigat challenge. In this
dissertation, we present a new circuit structure nameepsistack” to tackle the leakage
problem. The sleepy stack has a combined structure of twblkelvn low-leakage tech-
niques, which are the forced stack and sleep transistonigaebs. However, unlike the
forced stack technique, the sleepy stack technique cameutiighd/;, transistors with-
out incurring large delay overhead. Also, unlike the sleapgistor technique, the sleepy
stack technique can retain exact logic state while achiesimilar leakage power savings.
In short, our sleepy stack structure achieves ultra-loikdga power consumption while
retaining state.

Since the sleepy stack technique can retain logic state,ameuse the sleepy stack
technique for both generic logic circuits as well as memoey, SRAM. When applied to
generic logic circuits, the sleepy stack technique aclsieyeto 200X leakage reduction
compared the forced stack technique with -6%86 delay variations and 5194.18% area
overhead. When applied to SRAM, the sleepy stack SRAM cell wkkl1; achieves 5X
leakage reduction with 32% delay overhead compared to tteobier approach, a highy,
SRAM cell. Alternatively, the sleepy stack SRAM cell achie49X leakage reduction
with the same delay as the high; SRAM cell. As such, the sleepy stack SRAM cell
provides new Pareto points which were not known before.

We also propose a new low power architectural techniquedalbw-Power Pipelined
Cache (LPPC). Our LPPC provides a new way to save power consunmgfta cache

with small performance overhead. By pipelining a cache intdtiple stages, we provide
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extra slack. Although a conventional pipelined cache usissixtra slack to reduce cache
access time, alternatively, we use this slack to lower caapely voltage and thus achieve
cache power savings. Using a specific processor performart@ower evaluation setup
for LPPC, we observed that 2-stage pipelined cache achibedsetst results among two,
three, and four stage pipelined caches. We achieve 70% bégamver savings (20.43%
of processor energy saving) with 4.14% of average execulyate increase. Although
evaluated with an embedded processor model, LPPC can heapelto generic pipeline
processors with caches.

Finally, we combine the two proposed low power cache tealesgsleepy stack SRAM
and LPPC. Although sleepy stack SRAM achieves ultra-low lgak@ower consumption,
increase of delay could be a bottleneck for a system thatmioteslow any delay increase.
For our target system sleepy stack pipelined SRAM achiev¥ddakage power reduction
while increasing execution cycle by 4% on average. Althotigé combined technique
increases 33% active power consumption, this techniquelisswited for products whose
usage results in most of the time spent in sleep mode.

In conclusion, we have explored a high-impact and heavégaeched area: low-power
VLSI design. Two major discoveries - sleepy stack and LPP@&vetbeen shown to have
significant impact. For systems spending a large percerdagiene in sleep mode yet
requiring ultra-fast wakeup, sleepy stack provides the bekition currently known in
VLSI design, typically resulting in approximately two ordeof magnitude less leakage

power over the best of all prior known state-saving VLSI dasaipproaches.
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APPENDIX A

CHAIN OF FOUR INVERTERS LAYOUT

In Appendices A, B, C, and D, we present layouts we design intki@sis. The layouts
include logic circuits explained in Section 6.1 and SRAMgekplained in Section 6.2. We
design target benchmark circuits using Cadence Virtuosostom layout tool [11], and
the North Carolina State University (NCSU) Cadence designakgeting TSMC 0.18
technology [48].

First, we present logic circuit layouts using five differéathniques, i.e., base case,
sleep, zigzag, forced stack, and sleepy stack. Second,esemrSRAM cell design using
three different techniques, i.e., base case, forced statklaepy stack.

Now we present chain of 4-inverters layouts in the rest &f #upendix (Appendix A.
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Figure 59: Sleepy stack approach 4 inverters
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APPENDIX B

FULL ADDER LAYOUT

In this appendix, we present 1-bit full adder layouts using fiifferent techniques, i.e.,

base case, sleep, zigzag, forced stack and sleepy stack.
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Figure 62: Zigzag approach full adder
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Figure 64: Sleepy stack approach full adder
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APPENDIX C

NAND AND NOR LAYOUT

In this appendix, we present NAND and NOR layouts, which amtgof a 4:1 multiplexer,

using five different techniques, i.e., base case, sleepagigorced stack and sleepy stack.

Figure 65: Base case NAND

Figure 66: Base case NOR
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Figure 69: Zigzag approach NAND with pull-up sleep
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Figure 70: Zigzag approach NAND with pull-down sleep

Figure 71: Zigzag approach NOR with pull-up sleep

Figure 72: Zigzag approach NOR with pull-down sleep
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Figure 75: Sleepy stack approach NOR
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APPENDIX D

SRAM CELL LAYOUT

In this appendix, we present SRAM cell layout using threeedéht techniques, i.e., base
case, forced stack and sleepy stack. For the forced stactharsieepy stack SRAM cells,
we consider four different SRAM cell structures for each teghe. The result is we show
PD forced stack SRAM cell; PD, WL forced stack SRAM cell; PU, PExéa stack SRAM
cell; PU, PD, WL forced stack SRAM cell; PD sleepy stack SRAM;ceD, WL sleepy
stack SRAM cell; PU, PD sleepy stack SRAM cell; and PU, PD, WL@letack SRAM

cell.

Figure 76: 6-T conventional SRAM cell
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Figure 78: PD, WL sleepy stack SRAM cell
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Figure 79: PU, PD sleepy stack SRAM cell
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Figure 80: PU, PD, WL sleepy stack SRAM cell
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Figure 82: PD, WL forced stack SRAM cell
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