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Understanding drug-likeness
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Q1 ‘Drug-likeness’, a qualitative property of chemicals assigned by experts commit-
tee vote, is widely integrated into the early stages of lead and drug discovery.
Its conceptual evolution paralleled work related to Pfizer’s ‘rule of five” and lead-
likeness, and is placed within this framework. The discrimination between ‘drugs’
(represented by a collection of pharmaceutically relevant small molecules, some
of which are marketed drugs) and ‘nondrugs’ (typically, chemical reagents) is
possible using a wide variety of statistical tools and chemical descriptor systems.
Here we summarize 18 papers focused on drug-likeness, and provide a com-
prehensive overview of progress in the field. Tools that estimate drug-likeness
are valuable in the early stages of lead discovery, and can be used to filter out
compounds with undesirable properties from screening libraries and to prioritize
hits from primary screens. As the goal is, most often, to develop orally avail-
able drugs, it is also useful to optimize drug-like pharmacokinetic properties. We
examine tools that evaluate drug-likeness and some of their shortcomings, chal-
lenges facing these tools, and address the following issues: What is the definition
of drug-likeness and how can it be utilized to reduce attrition rate in drug discov-
ery? How difficult is it to distinguish drugs from nondrugs? Are nondrug datasets
reliable? Can we estimate oral drug-likeness? We discuss a drug-like filter and
recent advances in the prediction of oral drug-likeness. The heuristic aspect of
drug-likeness is also addressed. © 2011 John Wiley & Sons, Ltd. WIREs Comput Mol Sci 2011
00 1-22 DOI: 10.1002/wcms.52

INTRODUCTION From a healthcare practitioner’s standpoint, drugs
(medicines) are well-defined entities that lead to clini-
cal consequences: upon intake, these substances alter
symptoms, kill microorganisms, balance metabolism,
hormones or electrolytes, etc., with the purpose of
restoring health or improving the subject’s well-being.
However, drugs are an ill-defined entity from a chemi-
cal standpoint. It is understood that, besides affinity to
the intended target(s), therapeutic drugs must observe
certain properties related to bioavailability, acute and
chronic toxicity, mutagenicity, efficacy, etc. In con-
trast to other manufacturing industries that produce
physical deliverables based on research and develop-
ment, the biopharmaceutical industry does not have a
well-defined understanding of what the end product

he process of small molecule drug discovery is

currently confronted with multiple difficulties at
the societal, economic, and scientific levels. The in-
dustry faces a decade-long innovation deficit! which
is compounded by an overall decline in the introduc-
tion of truly novel drugs. At the same time, more aca-
demic and nonprofit research groups worldwide are
showing signs of increased pace in the arena of drug
discovery, translational research, and drug repurpos-
ing. Against this backdrop, the issue of what truly
constitutes a drug is no longer a philosophical one,
but one of practical and immediate consequences.
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decide to approve, and sometimes withdraw, the
‘drug’ quality from the molecule on the basis of ef-
ficacy, safety, and cost-benefit. Therefore, despite the
ubiquitous use of ‘drug’ as a quality to be studied
with machine learning tools, ‘drug’ is not a natural
property of chemicals. As the ‘drug’ label is time-
dependent, our understanding of drug-likeness is a
heuristic process which is likely to remain limited to
the ‘soft’ arena of mathematical modeling.?

Furthermore, it is outside the scope of this paper
to address the relationship between drugs and dosage.
The father of toxicology, Theophrastus Bombastus
Paracelsus, wrote: Alle Ding’ sind Gift, und nichts
ohn’ Gift; allein die Dosis macht, daf§ ein Ding kein
Gift ist (All things are poison and nothing is without
poison, only the dose permits something not to be
poisonous) [http://en.wikipedia.org/wiki/Paracelsus].
That is to say, all drugs can act as poisons when over-
dosed. In this review, we address our current level
of understanding the ‘drug-like’ character of small
molecules, and discuss ways in which machine learn-
ing tools have been used to model it.

MAPPING THE CHEMICAL SPACE OF
BIOACTIVE SMALL MOLECULES

The need to identify drug-like molecules is rooted in
our inability, so far, to populate a complete map
of the chemical space of small molecules (CSSM).
A complete CSSM will allow for identification and
mapping of specific regions of CSSM with drug-
likeness properties, such mapping will eliminate the
need of filtering/modeling high-throughput screen-
ing (HTS) libraries for drug-like chemicals by simple
determination of overlap between pockets of drug-
likeness in CSSM and chemical libraries. According
to Weininger,* all possible derivatives of n-hexane,
starting from a list of 150 substituents, when com-
pletely enumerated, can lead to over 10?° structures
(Box 1). CSSM is limited at one end by low molecular
weight (MW) (see Box 1). In a thought experiment,
the largest collection of physically existing molecules,
collected from all chemical (private, public, and com-
mercial) collections worldwide is estimated to be near
120 million.> The collections listed in Box 1 are likely
to undersample’® the space of molecules with MW >
300, which substantiates the limitations of systematic
CSSM mapping.

To date, CSSM exploration has been systemati-
cally performed for molecules containing C, N, O, S,
and Cl up to 13 atoms, based on estimated chemical
stability and synthetic feasibility rules, which led to
nearly one billion potential chemicals,® stored in the
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BOX 1: THE CHEMICAL SPACE OF SMALL
MOLECULES IN NUMBERS

Monosubstituents and up to 14-substituted hexanes: over
102 structures (4).

‘Tangible’ small molecules of pharmaceutical interest: over
120 million structures (5).

GDB-13 database (http://www.dcb-server.unibe.ch/groups/
reymond/gdb/home.html): 977 468 314 chemicals (6).
Scaffold topologies for up to eight rings (http:/topology.
health.unm.edu/): 1,547,689 unique scaffolds (7).
PubChem Compounds: 26,384,357 molecules (*).
PubChem, Ro5 compliant: 18,504,698 molecules (*).
PubChem, Ro5 compliant, biologically tested: 11,937,428
molecules (*).

MDDR (http://www.symyx.com/products/databases/
bioactivity/mddr/index.jsp): over 150,000 compounds.
Launched drugs: over 4000 (estimated).

(*) Source: PubChem website (http://pubchem.nchi.nlm.
nih.gov/) as of March 24, 2010.

GBD-13 database. In a different approach, all possi-
ble CSSM scaffold topologies, which are mathemat-
ical representations of ring structures, were exhaus-
tively enumerated for up to eight rings, resulting in
1,547,689 distinct scaffolds.” Of these, only 0.61%
(9747 unique topologies) were mapped to the known
CSSM, represented by 52 million compounds from
eight different collections embodying drugs, natural
products, chemogenomics compounds, environmen-
tal toxicants, and virtual molecules.® Although a sig-
nificant area of biologically relevant chemical space
is occupied by natural products, i.e., chemical entities
produced by living organisms, the issue of mapping
natural products in chemical space has been addressed
elsewhere.” Chemical biologists, natural product sci-
entists as well as drug hunters continue to seek CSSM
pockets that contain biologically relevant and ‘drug-
like’ compounds. Within this context, current meth-
ods to probe pharmaceutically relevant CSSM, in par-
ticular, for probe, lead, and drug discovery,!® are
placed under scrutiny with the goal of maximizing
efficiency.

Further complexity to this process is added by
factors external to the area of CSSM exploration such
as intellectual property, increased costs in clinical re-
search, and marketing-driven decisions, all of which
are critical to the decision-making process. The in-
tellectual property portfolio and proprietary infor-
mation, a stronghold by which most companies at-
tract investors, forces pharmaceutical companies to
act as competitors, and to make important decisions
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based on often incomplete data. It is quite rare that
pharmaceutical companies share information critical
to the discovery process, in particular, to CSSM map-
ping. One such issue relates to Pfizer’s Rule of five
(RoS$), and to the lead-like concept proposed by As-
traZeneca. Both concepts are relevant to explain the
evolution of understanding drug-likeness, and are de-
scribed below.

Pfizer’s Rule of Five

It has been observed that, given a choice among al-
ternate drug administration methods, patients prefer
orally formulated drugs (e.g., tablets, capsules). For
practical reasons, oral formulations can rarely exceed
1 gm in quantity, which places additional burdens
related to therapeutic efficacy, frequency of admin-
istration, and dosage, not to mention the large array
of pharmacokinetic (PK) and toxicological properties.
Indeed, for the most part, all pharmaceutical research
seeks to develop orally bioavailable drugs (OBDs),
to be administered in single dose, with no side ef-
fects (if possible) and low dosage (e.g., not exceeding
300 mg/day). Within —three to five years of intro-
ducing high-throughput combinatorial chemistry and
screening technologies, the pharmaceutical industry
was reminded about the importance of restricting
small molecule synthesis in the property space de-
fined by log P, the logarithm of the octanol-water
partition coefficient,!! MW, the number of hydrogen
bond donors (HDO), and acceptors (HAC) in a sem-
inal paper by Lipinski et al.!?

This paper was based on the post-HTS analysis
of the early (1994-1996) results of HTS and combi-
natorial chemistry at Pfizer, where most of the hits
were large (high MW) and hydrophobic (high log P),
which made their progression from hit to lead signifi-
cantly more difficult. They analyzed 2245 compounds
from the World Drug Index (WDI)!?® that had reached
phase IT clinical trials or higher, and looked at the
90th percentile for the distribution of MW (<500),
log P (<5), HDO (<5) and the sum of nitrogens
and oxygens, accounting for HACs (HAC < 10). In
this paper, log P was estimated using the ClogP soft-
ware from Biobyte Corporation (http://www.biobyte.
com/). Natural products and actively transported
molecules were excluded from the Ro5 analysis. If any
two of the above conditions are violated, the molecule
was less likely to result in an orally active drug. This
work enhanced the awareness of the medicinal chem-
istry community regarding the existence of a specific
area of chemical space that potentially restricts the
properties of orally available chemicals. More impor-
tantly, it significantly changed our perception regard-
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ing drug properties and chemical space exploration.
Before long, most library design programs, based on
combinatorial chemistry or compound acquisition,'*
included Ro$ filters. To date, the RoS is the only
computationally derived filter that is unanimously
recognized by pharmaceutical executives, academic
and industrial medicinal chemists and combinatorial
chemists, and by drug discovery practitioners alike.

In fact, Ro5 compliance was (and still is; this
paper has been cited more than 2000 times to date)
often considered to be important to label a molecule
as ‘drug-like’, despite the restriction of RoS5 criteria to
the issue of oral availability via passive transport only.
Upon removal of the approximately 5000 drugs from
available chemicals directory (ACD), a chemical cat-
alog of reagents representing ‘nondrugs’, the remain-
ing ~190,000 chemicals are almost as likely to pass
the Ro3 criteria as a set of 400 orally available drugs
from the Physician Desk Reference, and a set of nearly
80,000 pharmaceutically useful compounds indexed
in the MDL Drug Data Report (MDDR).!® In other
words, the distribution of the four properties captured
by the Ro3 step function does not differ significantly
between MDDR, PBR;, and ACD. Attempts to incor-
porate the four Ro5 properties in machine learning
efforts distinguishing drugs from nondrugs'® did not
lead to improved discrimination and, indeed, were no
better than random. However, optimizing the ranges
of the four RoS5 properties improves the prediction of
oral drug-like molecules, but not the best selection of
discriminative properties.!”

The Lead-Like Concept

Within the scope of drug discovery, the initial (still
current) purpose of assembling chemical libraries for
screening was to identify hits and perhaps leads, but
rarely (if ever) directly drugs. Following the intro-
duction of Pfizer Ro5 criteria, pharmaceutical drug
discovery projects made frequent use of these filters
ad litteram, i.e., MW < 500 and Clog P < 5, despite
the fact that these values had been obtained from ana-
lyzing drugs, not leads. Many HTS campaigns yielded
(and continue to yield) mostly micromolar hits. When
filtered with the drug-derived Ro5 criteria, these HTS
hits are not easily amenable to traditional medicinal
chemistry lead optimization, since postoptimization
they are likely to fall outside Ro5 space.'® From an ini-
tial set of 18 lead—drug pairs, we further suggested'®
that lead-like libraries should be designed with lower
MW (<300) and lower log P (<3.0) cutoffs, and ques-
tioned combinatorial technologies that concatenate
several monomers using multicomponent reactions or
split-and-mix protocols.

© 2011 John Wiley & Sons, Ltd. 3
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An analysis'® based on 470 lead—drug pairs
extracted from Walter Sneader’s book? found that
leads have property profiles which are ‘left shifted’
when compared to the resulting drugs. Their profiles
included MW and Clog P (also discussed above), as
well as the number of aromatic rings, Andrews’ bind-
ing energy,?! and the number of Bits set in the 1024
Daylight fingerprint; the latter was used as a measure
of a molecule’s internal complexity. On average, leads
were found to have lower MW, lower Clog P, fewer
aromatic rings, fewer HAC, lower Andrews’ binding
energy, and less bits set, compared to their drug coun-
terparts. The authors further questioned combinato-
rial library design philosophies and the propensity of
such libraries to yield overly complex molecules.

An extension of earlier work!® was based on
96 lead—drug pairs,?? and examined MW, Clog P,
HDO, and HAC, log D74 (the calculated logarithm of
the octanol/water distribution coefficient at pH 7.4),
the number of ringgmRING, the number of nonter-
minal rotatable bondszRFB, as well as two drug-
like scores (DLS).'S In agreement with Hann et al.,!”
we found that lead structures exhibit, on the aver-
age, lower complexity (lower MW, lower RNG, and
RTB), less hydrophobicity (lower Clog P and log D74)
and lower DLS.?> One year later, Proudfoot found
even lower differences between leads and drugs,?3
based on set of 25 lead—drug pairs launched in 2000.
This set contained four enantiopure forms (esomepra-
zole, perospirone, dexmedetomidine, and levobupiva-
caine) of previously launched racemic drugs (which
now served as leads), five drugs where the change was
either an addition or a rearrangement of a methyl or
ethyl group, as well as five other compounds where
minor chemical alterations in a single region of the
molecule was introduced. Thus, the differences found
by Proudfoot between leads and drugs launched in
2000 were even smaller than previously reported. The
most extensive dataset, based on 385 documented
leads and 1651 launched drugs, included thousands
of Phases I, II, and III clinical trial drug candidates,
as well as tens of thousands of literature-reported
bioactive (or inactive) molecules.!? This study reiter-
ated earlier findings that, on average, leads are sig-
nificantly smaller, more soluble, less hydrophobic,
less flexible, and less complex than any other subset;
and that MW and complexity,”* as well as estimated
aqueous solubility, dropped as one progressed from
high-activity molecules (N = 5784 with at least one
reported nanomolar affinity) to Phase I (N = 801),
Phase IT (N = 1047), Phase IIl (N = 301) and drugs
(with leads at the lowest median value). Further-
more, the property profile of chemical probes (N =
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198) was closer to that of leads, as opposed to other
categories.

Perola®® examined binding affinity and ligand
binding efficiency (LBE) for 60 lead—drug pairs, and
observed that, on average, pKi(drug) > pKi(lead)
yet Clog P(drug) = Clog P(lead). Thus, increased
lipophilic ligand efficiency is one of the recurring
trends of successful drug discovery programs. Main-
taining a particular lipophilicity profile whilst increas-
ing MW remains one of the keys to successful lead
optimization. Most drug discovery programs often
retain the lead scaffold, find ways to boost affinity via
charge-charge interactions and identify the most effi-
cient fragments of lead structures. Sometimes binding
efficiency is reduced in order to improve other prop-
erties (e.g., solubility, plasma protein binding) in the
late stages of a lead optimization program.

Although based on a small statistical sample
(under 500 leads), the concept of lead-likeness ap-
pears to remain central in early drug discovery.?®
During its century-old history, the pharmaceutical in-
dustry has done a poor job in documenting the actual
decision process, e.g., why certain chemical steps and
moieties were embodied into particular compounds.
As we seek to better understand what drugs are, the
issue of what constitutes a good lead turns out to
be a particularly relevant question, as the pressure is
mounting to increase productivity, reduce costs and
efforts, and to deliver high-quality candidate drugs.
Perhaps best stated by DeStevens?” in 1986, struc-
tured management does not work in the context of
preclinical drug discovery, an observation that re-
mains true to date.’®?° A comprehensive analysis
of advanced leads identified in the decade prior to
2009, traced back property differences to the nature
of HTS hits and hit-to-lead optimization practices,
further suggesting that organizational adjustments are
required in order to reduce the attrition rate of clinical
candidates.?”

It appears more and more difficult to attribute
the ‘lead’ label to a compound, unless one is com-
pletely confident that the molecule in question ex-
hibits high activity on the target(s) in question, a
good degree of selectivity against other targets and
antitargets,3! chemical features amenable for opti-
mization, is part of a well-established structure—
activity relationship (SAR) series, it shows favorable
patent situation as well as good pharmacokinetic and
toxicological profile. The progression HTS hits —
HTS actives — lead series — drug candidate —
launched drug has, in the last decade, shifted the fo-
cus from good quality candidate drugs to good quality
leads.?? Logically, improvements are also conducted
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in the area of HTS actives selection,> as well as

chemical library design.!* Besides property profiling,
the one common denominator in this arena has been
‘drug-likeness’ evaluation.

DRUG VERSUS NONDRUG
DISCRIMINATION

Efforts to characterize drug-likeness of chemical
substances were undertaking before publication of
Pfizer’s RofS5 by Gillet et al.,>* where the authors tried
to discriminate between drug-like substances (WDI)
and non-drug-like substances (SPRESI) using prop-
erty filters, substructural analysis, and genetic algo-
rithms. The importance of restricting HTS actives se-
lection to the property profile, defined by Pfizer’s Ro3,
was quickly implemented in many library design pro-
grams. Within less than a year after Lipinski’s and
Gillet’s work, two groups attempted to define drug-
like space based on large (tens of thousands) sets of
small molecules: drugs, and nondrugs,?*-3¢ being the
first to compute DLS. These scores offer the abil-
ity to discriminate ‘drugs’, in this case represented
by WDI'3 and MDDR,*” from ‘nondrugs’, here by
ACD.?? Rather than focusing on what is a drug (so-
cietal issue), the need to evaluate HTS hits/active and
leads forced discovery scientists to address directly a
molecule’s probability for becoming a drug; this was
regarded as an ‘in silico’, not a human problem. Our
ability to distinguish between ‘drugs’ and ‘nondrugs’
by means of machine learning can be used to analyze
large sets of molecules and to prioritize them for syn-
thesis, for biological screening, and for in-depth eval-
uation. Thus, the development of DLS schemes can
impact the resources and time required to succeed
in preclinical drug discovery, whether by means of
large-scale high-throughput synthesis and screening,
or by evaluating (small) focused chemical libraries.
DLS schemes could be used to construct molecular li-
braries on the basis of scaffolds and to increase the ef-
ficiency of virtual screening.®?-*° Such analyses should
preferably specify the extent of fitness of a molecule to
be a drug, and should also be associated with particu-
lar molecular features, in order to enable subsequent
design of molecules.

Posing the Question

Given its complex nature, initial tools aimed at dis-
criminating drugs from nondrugs were rooted in neu-
ral networks. These methods3-3¢ utilized the train-
ing set of ‘drugs’, i.e., compounds of pharmaceutical
relevance indexed in MDDR and WDI, from ‘non-
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drugs’, i.e., compounds generally regarded as reagents
of little therapeutic relevance, in order to condition
the network to identify similar compounds. In one
study, a Bayesian neural network used the Compre-
hensive Medicinal Chemistry (CMC) dataset (5500
molecules) for learning, and MDDR (~80,000 en-
tries) for testing, as surrogate for ‘drugs’, whereas
ACD served as surrogate for ‘nondrugs’. Over 90%
of CMC, but only 10% of ACD compounds were
classified as drug-like; the model correctly estimated
80% of MDDR (external set) as drug-like, as well.3
In another study, a feed-forward neural network was
trained on 169,331 ‘nondrugs’ (ACD), and 38,416
‘drugs’ (WDI), with 83% (ACD) and 77% (WDI)
classification accuracy, respectively.>® This influential
work stemmed a wide number of reports, summarized
in Table 1, which describe successful attempts to dis-
criminate drugs from nondrugs.

Such successful machine learning models and
molecular descriptors (Table 1), as well as molecu-
lar property and functional groups filters have been
applied on multiple datasets (MDDR, WDI, CMC,
ACD, etc.), in order to optimize DLS and filters. Based
on this literature survey, machine learning methods
appear to outperform filter-based methods by a mar-
gin of 10-20%. However, when confronted with a
large number of input variables and large training
sets, machine learning tools are prone to overtraining
and overfitting,*"-42-43 which in turn is likely to lead
to a loss of external predictive ability (i.e., outside the
validation sets). The drug-like scoring schemes from
Table 1 that are based on machine learning have a
prediction accuracy that ranges from 75% to 90%.
These models often use more than half of the avail-
able data for training and the number of descriptors
often exceeds 100. Our own results** suggest that al-
most 40% of ACD (after removing drug structures)
contains chemicals with a relatively high content of
drug-like fragments, i.e., as much as two-fifths of the
chemicals in the ACD catalog bear a reasonable de-
gree of similarity to drugs. Thus, machine learning
models input a significant number of ACD structures
that bear some similarity to drugs under the ‘non-
drug’ label, when it would be best if these were ig-
nored. This, in our opinion, compels machine learn-
ing models to utilize ill-defined (noisy) data, which
in turn leads to apparently successful models at the
cost of ‘memorizing’ data, overfitting, and reduced
performance on external (blind prediction) sets. To
assess the true predictive power of such models, inde-
pendent validation sets for drugs/nondrugs [e.g., criti-
cal assessment of protein structure prediction (CASP)
style (http://predictioncenter.org)] would be appro-
priate. However, such an independent evaluation has
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TABLE 1 | Comparative Overview of Drug-Likeness Studies in Peer-Reviewed Literature. Since Citing
each Descriptor System and Prediction Method would have Significantly Increased the Complexity of this
Table, the Reader is Kindly Invited to Consult the Original Reference

Q7  CMC (6522) +

MDDR (5182)
total and used
for training
Q8
Q9
Q10
WDI (38,416)
total

5000 used for
training

3000 MDDR
(classified as
real drugs)
used for
training set

68,523 filtered
MDDR

4836 from CMC

ACD (169,331)

5000 used for
training

70,000 ACD
used for
training set

150,310 filtered
ACD

(a) Top selling Multilevel
drugs grouping
(1997)—79 analysis

(b) Compounds
under biological
testing from
MDDR (68,017)

(c) Anticancer drugs
from CMC (461)

(d) Reactive and
toxic compounds
from ACD (57)

Test sets WDI Decision
(10,000) and trees
ACD (10,000)

Validation sets WDI
(23416) and ACD
(154,331)

Test sets MDDR Neural
(1400) and ACD networks
(20000)

- Properties

filters

250,282 from ACD  Properties

filter

(a)=60 drug
compatible

(b)=27.4% drug
compatible

(0)=19.1% drug
compatible

(d)=0 drug
compatible

82.6% accuracy on
validation set
with no
penalization (for
misclassified
drugs) and
91.9% with
penalization
with false
positive rate for
later of 34.3%

88% predicted
correctly for ACD
and MDDR

62.68% from ACD
pass the filters

61.23% from
MDDR pass the
filters

28.3% from ACD
are not drug-like

Multilevel grouping 45
analysis are filters
based on atom
environments (up
to four atoms)
statistics

Descriptor set used is 46
Ghose and Crippen
atom types for log
P calculation

Descriptor set used is 16
CONCORD atom

types

Descriptor set used is 15
number of rings,
rigid bonds,
rotatable bond,
Clog P, MW, HBA,
HBD

Descriptors used are 47
based on
frequencies of
building blocks
constituents of
molecules

© 2011 John Wiley & Sons, Ltd.
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TABLE 1| Continued

Understanding drug-likeness

6000
compounds
from MDDR

6000
compounds
from ACD

(@) 7170
compounds from
cmc

PLS Discriminant
Analysis

(b) 420 compounds
from NCE

(c) 412 compounds
from PDR

(d) 15,557
compounds from
FALERT

(e) 83,405
compounds from
MDDR

(f) 209,978
compounds from
ACD

(a) Launched,
registered and
under
investigation
(LRI) compounds
from Cipsline
database (6148)

(b) Launched, and
registered (LR)
compounds from
Cipsline
database (864)

(c) 9484
commercially
available
compounds as
nondrugs test set

(d) Top 100
prescription
pharmaceuticals
(88 compounds)

78,028 from MDDR

5000
compounds
from WDI

5000
compounds
from ACD

PASS

1322 from
MDDR +
2617 from
cMmcC

Rules based on
pharmacophore
point filter

155,402 from
ACD

(a) 78/73% scored
as drug-like
using DFP/PPF

(b) 88/81% scored
as drug-like
using DFP/PPF

(c) 83/72% scored
as drug-like
using DFP/PPF

(d) 83/81% scored
as drug-like
using DFP/PPF

(e) 88/88% scored
as drug-like
using DFP/PPF

(f) 22/43% scored
as non-drug-like
using DFP/PPF

(a) 73.4%
predicted as
drugs

(b) 78.5%
predicted as
drugs

(c) 83.8%
predicted as
nondrugs

(d) 87.5%
predicted as
drugs

65.9% from MDDR
pass the filters

Daylight 4096 bit 48
fingerprints (DFP)
and 240 bit property
and pharmacophore
fingerprint (PPF)

Multilevel 49
neighborhoods of
atoms were used as
descriptors

Pharmacophore points 50
defined on the
following functional
groups: amine,
amide, alcohol,
ketone, sulfone,
sulfonamide,
carboxylic acid,
carbamate,
guanidine, amidine,
urea, and ester
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2105 drugs from
WDI

2417 from
corporate
database
labeled with
various
drug-likeness
scores

Training set 800

15,000
compounds
from
Ensemble
database

Training set
7465/
Validation set
3755

87,266 from
MDDR + 6678
from CMC

34,549
compounds
from WDI split
into training/
validation/test

4708 from CMC

60.6% from CMC

52,712 from 42131 compounds
Maybridge from WDI with
library 150 atoms or

less

1563 from 1617 from
corporate corporate
database database for

drugs

Training set 800
database for

nondrugs
15,000 Test set for drugs
compounds 3751 and for
from nondrugs 3749
Sigma-Aldrich
catalog
Training set
7535/
Validation set
3744
293,487 from Chinese Natural
ACD Product
Database
151,752 10700 from WDI
compounds and ACD

from ACD split
into training/
validation/test

763 from corporate

Kohonen artificial
neural net

Artificial neural
nets and
Support Vector
Machines

Neural networks
and Support
Vector
Machines

Properties filter

Support Vector
Machines

pass the filter
36.5 from ACD
pass the filter
73.5% from WDI
predicted as
drugs

20.7% from
Maybridge
predicted as
drugs

87.6% of
compounds in
test sets
correctly
classified

Neural networks
78.33%
accuracy for
drugs and
63.51% for
nondrugs

Support Vector
Machines
72.19% for
drugs and
78.10% for
nondrugs

AM1 derived 51
descriptors
encoding size,
shape, and
electrostatics

Descriptors used 52
MACCS key,
Crippen atom
type, MOE 2D
descriptors

Descriptors from 53
ChemoSoft

72.91% predicted  Descriptors used are ~ 54

as drug-like

7.1% error rate

for polynomial

kernel and

6.9% error rate

for RBF-kernel

constitutional:
number of sp3
carbons,
nitrogen, oxygen,
aromatic carbon,
aromatics N, S,
double bonds,
triple bonds,
aromatic bonds,
rigid bonds, rings,
etc.

Descriptor set used 55
is Ghose and
Crippen log P
atom types
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43,185 compounds
from WDI
Training set
38581

3117 compounds
from Merck
Index, G. Milne's
compilation of
drugs, etc.

KEGG Drug
Database of
approved
pharmaceutical
in USA and
Japan (5294)

92% of
pharmaceutical
were used for
training and
validation

Launched drugs
database from
GVK BioSciences
(3767)

307,624
compounds from
ACD Training set
303,020

2238 compounds
from unknown
sources

NatDiverse
collection from
Analyticon
Discovery
(17,402)

HitFinder collection
from MayBridge
(14,400)

80% of compounds
in the libraries
were used for
training and
validation

9208 compounds
from WDI and
ACD

Support
Vector
Machines

Decision
trees

51 pharmaceutical
compounds
from journal
‘Drugs of the
feature’
01/2005-
12/2006

20% of
compounds
from screening
libraries

Decision
trees

8% of compounds
from approved
pharmaceuticals

Statistical
correlation
coeffi-
cients

(a) Clinical
candidates
library from
GVK (44,843)

(b) Commercially
available
compounds
from ZINC
database
(44,140)

(c) AnalytiCon
database
(27,376)

(d) IBS database
(425,148)

(e) Enamine
database
(1,316,159)

92.73% accuracy
with RBF-kernel
and 89.74% with
linear kernel

76% of all
nondrugs filtered
out first step,
applying more
descriptors to
succeeding step
increases the
performance to
92% of all
nondrugs filtered
out while less
than 19% of
drugs are lost

91% of HitFinder
compounds are
classified
correctly

99% of NatDiverse
compounds are
classified
correctly

DLS, lower values
indicate closer to
launched drugs

dataset
(a) 0.08

(b) 0.20

(c) 0.09

(d) 0.20

Descriptors set 56
used Pipeline
Pilot ECFP_4

Descriptor set 57
used MW,
Xlog P, molar
refractivity,
SMARTS keys,
AM1 quantum
descriptors

Molecular 58
Structure
Generator
Program
molecular
descriptions

MW, log P, HBA, 59
HBD, RTB, PSA
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(f) ChemDiv (e) 0.21
database
(662,630)
(g) ASINEX (f)0.22
database
(399,583)
(h) Vitas-M (9)0.23
database
(487,261)
(i) Maybridge (h) 0.24
database
(56,824)
(j) ChemBridge (i) 0.25
database
(422,087)
(k) Bionet (j) 0.25
database (4233)
(k) 0.26
CNS drugs CNS candidates Multiparameter ~ 77% of CNS drugsare ~ Clog P, ClogD, 60
(119) (108) optimization aligned with ADME MW, PSA,
properties HBD, pKa
Pfizer diversity 54% CNS candidates
set (11,303) aligned with ADME
properties
49% of diversity set
are aligned with
ADME properties

not been attempted for drug-likeness, quite likely
because freely accessible and widely accepted valida-
tion datasets are simply nonexistent.

Property Characterization of Drugs—the
Other Side of Drug-likeness

Another arena of ‘drug-likeness’ deals with the in-
terplay between solubility,®! permeability and other
properties®? has been recognized as one of the ma-
jor areas of research in drug discovery. Leeson and
Springthorpe examined the trends of common prop-
erties of drugs that have been used to model drug-
likeness [MW, Clog P, polar surface area (PSA), HAC,
HDO, RTB, RNG, etc.] for a set of 2118 launched
drugs.?® These were compared with 431 compounds
in development (preregistration and Phases I-III), rep-
resenting work from the top 25 pharmaceutical com-
panies (extracted from the Prous Science Integrity
database), as well as for 117,148 patented com-
pounds from the 2001-2007 timeline, from four com-
panies (AstraZeneca, GlaxoSmithKline, Merck, and

10 © 2011 John Wiley & Sons, Ltd.

Pfizer).2® The trend for the oral drugs approved from
1983 to 2007 appears to be an increased value for the
RoS5 parameters (MW, HDO, HAC) except Clog P,
where less change was observed. There was a signif-
icant change in the median value of oral drugs com-
pared to patented compounds: 350 versus 450 for
MW, and 3.1 and 4.1 for Clog P, respectively. The
authors explain the difference by the shift in today’s
drug targets and by increased requirements in potency
and bioavailability. It is also suggested that lipophilic-
ity is the most important property that should be kept
as low as possible because it is directly connected to
promiscuity and thus toxicity.?® The degree of satura-
tion, expressed as the ratio of sp3 carbons to the total
number of carbons is altered during the progression
of a compound from discovery phase (0.36) through
clinical phases (0.38, 0.43, 0.45) to drugs (0.47) ac-
cording to Lovering.®3 The authors further outline the
number of stereo centers, which increases by 21% in
drugs (64%) with one or more stereo centers com-
pared to discovery compounds (53%). The impact of
the number of aromatic rings contained in a molecule,

Volume 00, January/February 2011



Q11

WIREs Computational Molecular Science

which inversely correlated with degree of saturation,
on lipophilicity (Clog P and log D 7.4), aqueous sol-
ubility, serum albumin binding, cytochrome inhibi-
tion, and BERG inhibition which ultimately influ-
ences the oral drug candidate developability was out-
lined by Ritchie and Macdonald.®* They examined
280 compounds in the GlaxoSmithKline pipeline, and
found that compounds with more than three aromatic
rings have poor developability and increased risk of
attrition.

Based on the observation that hydrophobicity
and hydrogen bonding can be conformation depen-
dent, their variability was incorporated in the ‘molec-
ular sensitivity’ concept.®> Molecular sensitivity cap-
tures the ratio between the range of a given property
(e.g., hydrophobicity) and conformational flexibility,
which is computed as mean root mean square dis-
tance (RMSD) for all nonredundant conformers. It
thus captures the variability of that property per shift
in atomic positions.®® This concept was explored for
125 biologically relevant molecules, for which con-
formational profiles were determined by Monte Carlo
simulations; around 40% of the dataset was found to
be sensitive to molecular flexibility. The authors eval-
uated molecular sensitivity in relationship to trans-
dermal permeability, for which they found that log
P alone does not correlate well with cutaneous pen-
etration (#> = 0.36, where 72 is the fraction of ex-
plained variance); however, by adding range and sen-
sitivity log P to the correlation markedly improved it
(r* = 0.76). This confirms results obtained by Hopfin-
ger et al.,°® who developed the membrane-interaction
QSAR (MI-QSAR) paradigm for the same reasons.
According to them, permeability and hydrophobicity
depend upon the free energy of (aqueous) solvation,
the extent of interaction of the drug with a model
phospholipid monolayer, and on the conformational
flexibility of the solute within the model membrane.®®

Testa et al.®* point out that commonly used
hydrophobicity/H-bonding descriptors miss relevant
information by lacking appropriate description to
capture the dynamic nature of bioactive molecules,
and conclude that designing such dynamical descrip-
tors can increase the amount of chemical information
to be used in drug discovery pipelines. The dynamic
polar surface area (PSA4) could be regarded as a free-
energy-based (Boltzmann) equivalent of the ‘molecu-
lar sensitivity’ concept, since it is weighted based on
all (low-energy) conformations identified via molec-
ular mechanics calculations in vacuum and in simu-
lated chloroform and water environments.®” PSAy is,
in fact, related to hydrogen bonding since PSA cor-
relates very well with the sum of HDO and HAC.
Thus, molecular sensitivity analyses could offer addi-

Volume 00, January/February 2011

Understanding drug-likeness

tional information to support our understanding of
drug-likeness in terms of property distributions.

Following the seminal work by Lipinski et al.
on Ro3, several papers addressed the issue of oral ab-
sorption and central nervous system (CNS) penetra-
tion. For example, several cutoff values such as PSA <
90 A% (CNS permeable®®), PSA < 140 A2 (intestinal
absorption®®) and (RTB < 10, PSA < 140 A2, HDO +
HAC < 12) (rat oral bioavailability®”) have been rec-
ommended. In another study, the following cutoff val-
ues have been proposed’? in order to maximize the
probability of a chemical library to contain CNS per-
meable compounds: (1) PSA < 90.0 A2; (2) HDO < 2;
(3) Clog P between 2 and 5; (4) MW < 450. Although
these cutoff values are likely to improve the prob-
ability of identifying compounds that penetrate the
blood-brain barrier via passive diffusion, they cannot
take into account the influence of efflux pumps such
as those from the ATP-binding cassette (ABC) trans-
porter family. Their perturbation by small molecules
can significantly influence a drug’s CNS permeability,
leading to the presence (or absence) of CNS-related
side effects.”! Therefore, although ‘drug-like’ proper-
ties can assist scientists in their effort to design bet-
ter chemical libraries and perhaps better drugs, such
properties cannot take into account all the variables
that influence a drug’s and pharmacodynamic (PD)
properties. To address the influence of commonly
used molecular descriptors (e.g., MW, Clog P, sum
of oxygen and nitrogen, RNG, RTB, HAC, number
of halogens) on the PK/PD properties of drugs, Vieth
et al.”?> examined the differences between marketed
oral drugs and other drug formulations (e.g., injecta-
bles, topical). They found that lower MW (median
value 322.5 in drugs vs. 416.4 in injectables), bal-
anced Clog P (median value 2.3 in drugs vs. 0.7 in
injectables), and fewer flexible bonds (median RTB 5
in drugs vs. 7 in injectables) improves the likelihood
of a compound to become a drug candidate with an
oral administration route.

The discrimination between ‘drugs’ and ‘non-
drugs’ has consistently been reproduced by many
groups, which used a variety of descriptors, statistical
methods and as well as different chemical databases.
The concept of machine-based ‘drug-likeness’ has be-
come widely accepted by the cheminformatics com-
munity as part of the decision tree, and is often used
in conjunction with the Ro5 and ‘lead-like’ criteria.
In its general interpretation, DLS can assist chemists
to quickly evaluate, for example, what other chemists
have considered worthy of synthesis (and patenting)
before them, while still placing the chemicals in ques-
tion closer to ‘drugs’ as opposed to ‘nondrugs’. High
DLS values do not make a molecule a drug, nor

© 2011 John Wiley & Sons, Ltd. 11


oleg
Cross-Out

oleg
Replacement Text
human Ether-a-go-go-related gene potassium channel 1 (hERG)


Advanced Review

do they ensure better toxicological or PK profiles.
Rather, they indicate that more of the molecule’s
properties and features (depending on descriptors) are
encountered in molecules from CMC, MDDR, and
WDI, and fewer of its features are associated with
ACD. To evaluate drug-likeness, one can incorporate
besides DLS the estimation of certain physicochemi-
cal properties such as PSA, in order to maximize the
likelihood of CNS penetration or intestinal permeabil-
ity. Separate models (if available) need be considered
in order to account for active transport, metabolism,
and other PK/PD phenomena.

UNDERSTANDING DRUG-LIKENESS:
A HEURISTIC PROCESS

Drug-Likeness Filters from Fragments
Filter-based methods, which are simplified decision
trees, have comparatively good performance com-
pared to other machine learning methods in drug-
likeness evaluation, and are less likely to lead to over-
fitting. Filter methods are suitable for evaluation of
very large data sets, where the decision (pass/fail) is
rooted in the statistical distribution of input variables,
as opposed to machine learning methods that em-
ploy (non) linear transformations on input variables.
We refer to such methods as ‘model-free’ to empha-
size their (relative) independence on noisy, mislabeled
data, and the significantly less complex computations
required. The rules underlying such filters are based
on statistical evidence, e.g., the occurrence of frag-
ments or the distribution of properties, and on chem-
ical expertise, with the advantage of being linked to
chemical moieties and direct interpretation. Perhaps
this ease-of-use contributed to the wide adoption of
filter-based techniques (e.g., Ro3, lead-likeness filters)
in compound selection for high-throughput and vir-
tual screening. The development of a drug-likeness
filter based on molecular fragments occurrence in
a drugs/nondrugs data set** is summarized in the
followings.

Systematic Exploration of DRUGS/
NONDRUGS Molecular Fragments Space
Among many categories of two-dimensional (2D)
molecular descriptors, a set that performs well in
virtual screening is referred to as circular finger-
prints or atomic signatures.”>~’° These circular finger-
prints, computed using the Morgan algorithm, pro-
duce canonical atomic environments and features that
encode enough structural information to compute any
2D descriptors.”®7® The information-rich content of
these descriptors is attributed to systematic explo-

12 © 2011 John Wiley & Sons, Ltd.
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FIGURE 1| **Examples of representative nonoverlapping
fragments with up to five bonds radius having high frequencies in
DRUGS (a), and available chemicals directory (b). The depicted
fragments are highlighted according to their occurrence in DRUGS/ACD
data sets.

ration of chemical space describing a set of chemical
structures. Use of atomic signatures to characterize
drug/nondrug chemical space provides a comprehen-
sive mapping of all possible molecular fragments
present in drug/nondrug chemical catalogs. Our in-
house collection was derived by indexing all active
ingredients (salts, formulations, or drug combinations
were excluded) from over 10,000 approved drugs
worldwide. This collection served as the drugs dataset
(‘DRUGS’; N = 3823). Version 2002.1 of ACD (from
MDL/SYMYX) was used as the ‘nondrugs’ dataset;
following duplicate and DRUGS molecules removal,
this version of ACD contained 178,011 compounds.
For external validation, we used the 2006.2 release of
MDDR (MDL/SYMYX); after removal of duplicates
and structures present in both DRUGS and ACD,
MDDR contained 169,277 compounds. Circular fin-
gerprints were computed using an in-house program
written using Java and the JChem”® application pro-
gramming interface (API). Atomic environments of
up to five bonds radius were collected and saved for
further processing (see Figure 1).

The selection of those atomic environments or
molecular fragments that are most relevant was per-
formed using an occurrence-based scheme as fol-
lows: Each newly generated fragment was assigned
two probability values: One associated with DRUGS,
another one associated with ACD. Only molecular
fragments with occurrence >3 (~0.1%) for DRUGS,
and >100 (~0.1%) for ACD were processed fur-
ther. The following types of fragments were dis-
carded: (1) fragments for which the probability val-
ues were equal; (2) fragments from ACD which have
the probability Pocp < 2*Pprucs and fragments from
DRUGS dataset which have probability Pprucs <
2*Pacp- A final list of 15,970 fragments was stored
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TABLE 2| Distribution of Molecular Properties in ACD Compounds that Pass DLF, Compared to MDDR

and DRUGS
MW <500 98.50 278.24 98.60 310.46 86.42 318.52 71.61 423.46
Clog P <5 88.82 2.58 80.17 3.53 86.16 2.34 71.80 3.70
HDO <5 99.29 1 99.82 1 92.81 1 93.02 2
HAC <10 99.97 2 99.99 2 94.59 3 95.70 3
RNG 1<RNG <4 8791 2 96.86 2 82.29 2 75.12 4
RTB 2<RTB<8 84.85 4 87.84 4 67.38 5 56.98 7
RGB >18 29.17 13 38.62 16 40.62 16 72.74 22
PSA <120 94.06 60.22 97.81 54.79 79.91 68.74 75.69 82.28

aDistribution of properties computed on subset of ACD library which pass the DLF.

bistribution of properties computed on subset of ACD library which fails the DLF.

as SMARTS,*® along with probability values for both  Filter Performance

the ACD and DRUGS datasets. Most frequent frag-
ments found in DRUGS are: hydroxyl groups, amines,
esters, amides, phenols, sulfonamides, and the con-
served B-lactam, as opposed to ACD. In an associa-
tive manner, these fragments combined to other such
fragments contribute to the drug-like character of a
chemical. Similar functional groups were found to be
predominant in drugs.*¢-3°-5¢ Naturally, these func-
tional groups occur in ‘nondrugs’ as well, albeit with
lower occurrence probability compared to drugs.

Fragment-Based Drug-Like Filter

Each of the three datasets (DRUGS, ACD, and
MDDR) was submitted to the drug-like filter (DLF).
For each input molecule the DLF fragments are
matched, if a match is found than the probability
values (DRUGS/ACD) associated with the matching
fragments are summed up, and the final sums are com-
pared. Molecules pass the DLF if the sum of proba-
bility values for drug fragments is higher than that
of nondrugs; they fail the DLF otherwise. This filter-
ing procedure is similar to the Naive Bayes classifier,
the difference between our procedure and the former
being related to the way probabilities are used: In
our procedure, probabilities are summed, whereas in
Naive Bayes probabilities are multiplied. We found by
trial and error that the fragments-based filter devel-
oped here performs much better when rules fragment
probabilities are used in an additive, not multiplica-
tive manner. It should be noted here however, that
similar approaches to fragment/substructure based
analysis have been undertaking before by Cramer®®
and Hodes,?! where the authors assigned statisti-
cal and probability based scores to predict chemical
bioactivity.
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After DLF evaluation, the outcome for the DRUGS,
ACD, and MDDR datasets was as follows: 87.05%
of DRUGS, 39.65% of ACD, and 78.45% of MDDR
structures were evaluated as more drug-like as op-
posed to ACD-like. The 90th percentile for DRUGS
was MW = 562.04, compared to 417.28 for ACD,
and 646.07 for MDDR, respectively. For Clog P, the
90th percentile for DRUGS was 5.48, compared to
5.55 (ACD), and 6.68 (MDDR), respectively. Based
on these observations, most of the DRUGS have
MW < 600, and because fragment occurrence is not
size dependent we decided to include the MW <
600 rule (optional) to the DLF procedure. Within
the DRUGS dataset, 319 compounds (8.34%) have
MW > 600; of these, 315 (8.24%) passed the DLF.
From MDDR, 23,037compounds (13.61%) have
MW > 600, of which 21,697 (12.82%) passed the fil-
ter. These high MW compounds (e.g., cyclosporine)
have a high content of drug-like fragments to pass
DLF; however, they represent only a small fraction
of drug molecules. After adding MW < 600 as an
additional DLF rule, 78.81% of DRUGS, 40.17% of
ACD, and 65.64% of MDDR passed through (DLF +
MW). Almost 40% of ACD structures pass the DLF,
which proves that ACD is far from perfect as a surro-
gate for ‘nondrugs’. The statistical distribution of the
molecular descriptors (Table 2) is similar to distribu-
tions observed and discussed elsewhere,!2:82:33.68.83
The DLF-compliant ACD? subset has a prop-
erty distribution profile closer to DRUGS, as opposed
to MDDR. When comparing ACD? versus DRUGS,
positive differences were observed for PSA, RTB, and
MW, where at least 10% more ACD compounds are
within these thresholds, while the largest negative dif-
ference is observed for RGB, where there are at least
10% more DRUGS within the threshold. A likely
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reason for the RGB shift to lower values is that most
ACD compounds have lower MW (and lower com-
plexity) compared to MDDR, which was used to set
the threshold value. More than 94% of the ACD? sub-
set has PSA < 120 AZ, versus 80% of DRUGS with
the same cutoff. On the other hand the noncompliant
DLF ACD? subset has a somewhat similar distribu-
tion to DRUGS dataset with the exception Clog P
and PSA where it appears to be more hydrophobic
median Clog P value for ACD? is 3.53 versus 2.34
for DRUGS and 2.58 for ACD?, and less polar, me-
dian PSA value for ACD? is 54.79 versus 68.74 for
DRUGS and 60.22 for ACD“. The distribution profile
for MW, HDO, HAC, RTB, RGB, and RNG in ACD®
follows closely the DRUGS dataset, this leads to the
conclusion that the ACD? subset is more hydropho-
bic with less O and N containing functional groups
compared to DRUGS and ACD“. Drug-like molec-
ular fragments have a higher occurrence rate in the
ACD? subset compared to non-drug-like fragments
(see Figure 1), which is consistent with the ‘drug-like’
property profile discussed earlier.

These observations advocate the need for such a
filter, based on as few assumptions as possible with re-
spect to ‘drug’ versus ‘nondrug’ categorization, where
the pass/fail criteria are ultimately derived from sim-
ple fragment counts. Given the significant overlap be-
tween the ACD and DRUGS labels (almost 40%)
with respect to chemical fragments and, implicitly,
to 2D properties,’®’® machine learning methods are
likely to force the kernel function to use input data
that is rather confounded, which ultimately results in
classifier models with lower external prediction ac-
curacy, thus modeling more noise than signal. Rule-
based systems are more likely to highlight the overlap
(noise) between sets, and highlight the differences that
emerge from occurrence-based evidence. Instead of
performing data compression or reduction on the en-
tire dataset, we went through a simple statistical based
elimination process (see above for fragment selection
procedure) whereby most (1,402,652 fragment types)
of the fragments (represented as SMARTS patterns)
were removed. DLF is based on ~1.13% of the total
number (1,418,622) of fragments. Filter rules based
on ACD-occurring fragments increases the sensitivity
of DLF for chemical structures where associative con-
tributions from ‘nondruglike’ (more correctly, ACD-
like) fragments outweighs the contribution of drug-
like fragments. When it comes to label separation, it
is quite likely that machine learning models (in partic-
ular, SVM) will outperform simple filters; however,
this particular discrimination problem is based on
rather noisy and ill-defined categories, in particular,
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with respect to ‘non-drugs’. Furthermore, temporal
validation indicates that predictive power on external
datasets can deteriorate in as little as four months,%*
which highlights the need for constantly updating ma-
chine learning models. This hinders in particular the
utility of drug-like classifiers built using third-party
software because of the ‘black box’ approach, where
the model-selected criteria for discrimination are hid-
den from the end-user and direct interpretation. By
contrast, rule-based approaches provide clear output
results that can be interpreted more directly.

Predicting Oral Drug-Likeness

For orally administered drugs, understanding and
predicting oral bioavailability is of prime interest.
Drug absorption through the intestinal tract and its
subsequent distribution in the body have an impor-
tant role in determining its therapeutic efficacy. A
debate?®:30:35-87 has developed in the last decade re-
garding the applicability of Lipinski’s RoS5 for oral
drug likeness, and several papers proposed to re-
fine and reassess the determination of potential oral
drugs.88-92.72.64 Veber et al.®? proposed two addi-
tional rules for predicting rat oral bioavailability:
RTB < 10 and PSA < 140A2; both properties should
be observed if a molecule is orally bioavailable. It
was later suggested that these rules are hardly appli-
cable to human oral bioavailability and the ability
to predict bioavailability by simple thumb rules has
been criticized.”? It is important to improve the meth-
ods for discriminating between OBDs and nondrugs
(nOBDs), which was the subject of our recent work.!”
A method for indexing oral bioavailability of drugs
was introduced, which may be used for in silico ex-
amination of a molecule’s potential to become an oral
drug.

From Classification to Indexing

The distinction between OBDs and others was per-
formed by a novel optimization method from our
lab.?+-%¢ Iterative stochastic elimination (ISE) is a gen-
eral optimization method that finds best solutions to
complex combinatorial problems that are functions
of many variables. ISE has been used to optimize the
ranges of variables’ values in order to maximize the
differences between two sets. A function (Matthews’
Correlation Coefficient, MCC'®) is used to score the
optimizations based on the numbers of True and False
Positives and Negatives. ISE leads to the formation
of a set of filters, each consisting of a set of variable
value ranges. Subsequently, individual molecules may
be examined and scored for their ability to pass the

Volume 00, January/February 2011



WIREs Computational Molecular Science

filter set. This score is the oral bioavailability drug-
like index (OB-DLI) for individual compounds, which
reflects a molecule’s chance to belong to the database
of OBDs. For testing purposes, the binary character of
the decision naturally remains. But, the scalar presen-
tation with OB-DLI allows one to make more elab-
orate decisions based on the position of a molecule
along a scale, as well as on enrichment factors that
can be calculated at different levels of the OB-DLI.

Bioavailability of Drugs and of Nondrugs
Indexing the oral bioavailability of compounds based
on oral drugs alone does not discriminate well oral
drugs from drugs with other modes of administra-
tion. We compiled a dataset of OBDs from CMC and
MDDR, but included only those molecules that are
both Ro5-compliant and lead-like.!3-¢1 The equiva-
lent dataset of nondrugs from ACD was also reduced
to those that obey the same two sets of rules.

The ISE algorithm was then applied to perform
simultaneous selection and optimization of the ranges
of k-descriptor sets in order to distinguish between
OBDs and the others, presumably nOBD. From both
databases we cleaned pesticides, UV-screens, etc.>%:7
as well as undesired atomic elements (different from
G, S, O, N, P, H, Si, Cl, Br, I, F). The databases
were further subjected to clean-up operations such as
removal of counterion and solvents. Despite the po-
tential source for confusion, we used single tautomers
and the ionization state was determined based on the
chemical functions.”®-1% A total of 184 2D descrip-
tors were computed for both databases using MOE
2008.10'%1; of these, 146 noncorrelated descriptors
were used. The orally bioavailable CMC (OB-CMC)
database was employed as the basis for the training
dataset of OBDs and the orally bioavailable ACD was
employed as the training set of orally bioavailable
nondrugs (nOBD). The 6776 compounds OB-CMC
set was randomly partitioned into two portions of
% and % of the dataset, thus providing 5082 train-
ing set compounds, with 1694 serving as the test set.
Three random subsets from the OB-ACD were picked
following the same clean-up and filtering described
above: Each one of the three subsets included 9128
compounds; the first was the training set, whereas the
two others served as test sets. Three random 6070
compound sets each were prepared from OB-MDDR
by the same procedure; two more datasets composed,
each, of 9300 molecules from OB-ZINC, were also
included in this study. The MDDR sets were used as
OBD test sets, in addition to the OB-CMC test set,
whereas the ZINC sets and the ACD sets were used
as nOBD test sets.
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TABLE 3| Average OB-DLI Values of a few Databases

ACD (2) —0.91 9128
CMC (1) 0.86 1694
MDDR (3) 1.32 6070
ZINC(2) 0.46 9300

Oral Bioavailability Drug-Like Index

An OBD-like molecule should have a higher prob-
ability to belong to the OBD database, and ought
to ‘pass’ DLFs, including those filters that are less
successful than the best, i.e., the ‘global optimum’
with the highest MCC value. Such filters may be re-
garded as ‘local minima’ that can be quite close to
the global minimum, but may differ due to different
clustering. Designing new molecules by having their
descriptor values pass a few or more such filters is
complicated. However, identifying molecules that al-
ready have such characteristics is an easier task. In-
deed, by using a set of such filters rather than the
single ‘best’ one, the method benefits from the larger
set of good filters, which increases its potential to
prioritize molecules. A special equation was devised
for calculating the OB-DLL!” Results for the average
OB-DLI values are presented in Table 3.

We illustrate the effectiveness of this proce-
dure, which discriminates compounds from the ‘OBD’
database from those in the ‘nOBD’ database in
Figure 2. With this indexing, the qualitative classifica-
tion is transformed into quantitative one via multiple
filters that are the result of the ISE process. Yet, this
remains a statistically based process: Those filters that
constitute the basis for quantification emerge from ex-
amining a large set of molecules, and the MCC value
reflects the percentage of predictive success of each
filter; although OB-DLI scores single compounds, its
statistical nature and the chance for erroneous predic-
tion should be kept in mind.

One way to appreciate the success of OB-DLI
in distinguishing OBD from nOBD is to randomly se-
lect molecules from each dataset, and position them
on the same plot, (see Figure 3). Here, 300 molecules
from OB-ACD and from OB-MDDR were randomly
picked and positioned along the X-axis, with values
of 1-300, as random compound numbers. The Y-axis
is the OB-DLI values. It is obvious from Figure 3 that
most compounds of OB-ACD have lower OB-DLI val-
ues while those from OB-MDDR have much higher
values, with most of its compounds above an OB-DLI
of 0.0. It may also be seen that OB-DLI may be used
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FIGURE 3| Oral bioavailability drug-like index (OB-DLI) values of
600 randomly selected molecules from two databases—300 chemicals
from available chemicals directory (red squares) and 300 drugs from
MDDR-clinical (blue rectangles).

as a decision-making tool, in that a line drawn parallel
to the X-axis at some higher OB-DLI value excludes
most of the nOBDs and enriches the remaining set
with many OBD candidates. Some of the grey squares
(molecules from the non-OBD database, ACD) that
have higher OB-DLI values, could be candidates for
OBDs if they are active at some disease target. To con-
clude, Ro5 does not distinguish between the bioavail-
ability of drugs and that of nondrugs. To address
some of the debate associated with Ro5 filtering, we
optimized the ranges of RoS variables (MW, HDO,
HAC, and Clog P) in order to best distinguish between
the two sets, OBD and nOBD. The optimal filter has
MCC of 0.47 corresponding to discovering 93% of
the true positives and only 49% of true negatives.
This new filter is composed of only two descriptors:
MW > 240 and number of acceptors >1.
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Launched drugs and MDDR compounds in clin-
ical trials may have higher or lower OB-DLI. We com-
pared the fraction of those drug candidates with high
values (OB-DLI >1.0, 4321 drugs) to those with low
values (<0.0, 1058 drugs). From histograms of the
molecular properties we find that some properties dif-
fer significantly between those predicted to be more
orally bioavailable clinical candidates and those pre-
dicted to be less orally bioavailable. Some of these
differences are depicted in Figure 4. In addition to
differences in molecular weight (see Figure 4a), num-
ber of rings (see Figure 4b) and number of rigid bonds
(see Figure 4c) there are differences in other proper-
ties such as total hydrophobic/negative/positive VDW
surface area, sum of atomic polarizabilities, first
kappa shape index, Van der Waals surface area and
volume. Molecular weight was however the most
dominant in its effect on OB-DLI compared to the
other descriptors of Lipinski and number of rings and
number of rigid bonds from Oprea descriptors. From
these results (see Figure 4) it seems that lower values
of the properties contribute to lower drug-likeness,
i.e., they could be associated with any of the PK fac-
tors that limit drug action and decrease efficiency of
orally bioavailable molecules.

Oral Bioavailability and Toxicity

The oral bioavailability indexing does not use any
information about the toxicity of compounds in the
learning sets. Because it is inherently related to dosage
(according to Paracelsus), the issue of toxicity re-
mains somewhat ambiguous. On the one hand, drugs
are molecules that clearly interact with macromolec-
ular targets, proteins in particular. However, drugs
and their metabolites frequently interact with other
targets, which may result in off-target activity, i.e.,
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FIGURE 4| Distribution of the molecular properties of the low/high oral bioavailability drug-like index (OB-DLI) drugs, (a) molecular weight,

(b) rings, and (c) rigid bonds.

toxicity. Because toxicity is related to dose, there is a
strong interest in identifying drugs that can be admin-
istered at a therapeutic window (efficacy) that is or-
ders of magnitude below the toxicity threshold. CMC
drugs were assumed in our study to be administered
in the range of clinical doses, so that their toxicity is
reduced. Therefore, distinguishing between OB-CMC
and OB-ACD may capture the difference in toxicity
between these two sets. The fact that OB-drugs of
CMC are less toxic needs to be contrasted with the
set of OB-nondrugs from ACD. However, their tox-
icity cannot be immediately assessed, as it depends
in turn on their ability to interact with proteins and
other macromolecules, and to permeate membranes.

CONCLUSION

Drug-likeness is the sum of properties characteris-
tic to chemical substances known as drugs. These
are assigned by regulatory agencies that have an im-
plicit social component and cannot, as such, be reli-
ably predicted for any individual compound. How-
ever, the pressure to evaluate large chemical libraries
shifted the problem from human learning to machine
learning. A number of papers deal with the evalua-
tion of drug-likeness for small molecules, as summa-
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rized from eighteen such groups. Such work should be
placed in the context of Pfizer’s Ro5 evaluation as well
as lead-likeness, and combined with additional drug-
like properties. The discrimination between ‘drugs’
and ‘nondrugs’ has been observed by multiple groups
using a variety of descriptors, statistical methods, and
chemical databases. The concept of machine-based
‘drug-likeness’ has become widely accepted as part
of the cheminformatics-based decision tree and is of-
ten used in conjunction with the Ro$ and ‘lead-like’
criteria. In its most general interpretation, DLS as-
sists chemists to quickly evaluate what other chemists
have considered worthy of evaluation, while classi-
fying those chemicals closer to ‘drugs’ as opposed to
‘nondrugs’. High DLS values do not increase the like-
lihood of FDA approval because they do not ensure
better toxicological or PK profiles. Rather, they in-
dicate that more of its properties and features are
encountered in molecules from CMC, MDDR, and
WDI; and fewer of these molecules are likely to have
near neighbors in ACD.

The inherent difficulty in estimating drug-
likeness comes from its very definition, i.e., namely
that only a relatively small dataset of molecules com-
prises marketed drugs, which is often replaced by
larger datasets. Other heuristic issues include: (1) the
‘drug’ character of individual compounds may change
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over time, as drugs are sometimes withdrawn from the
market; (2) the drugs dataset has a rather high het-
erogeneity, as drugs range in MW from 3 (lithium,
the active principle in the antidepressant lithium car-
bonate) to over 1200 (e.g., Cyclosporine). Despite
these issues, the computer-based evaluation of DLS
has been incorporated as one of the tools in early
drug discovery, and is used to filter out compounds
with undesirable properties, or to enrich libraries with
compounds having a higher drug-like character.

Our survey of literature data shows that drug-
likeness has been predominantly modeled using
machine-learning methods, which we believe are com-
pelled to discriminate ‘drugs’ from ‘nondrugs’ using a
rather confounded set of labels (in particular, ACD).
Drug-likeness might be better evaluated using filter-
based tools based on molecular fragments because
these enable compound selection for chemical struc-
tures (and implicitly 2D properties) closer to known
drugs, in contrast to those chemical structures and
properties that are closer to ‘nondrugs’. Both DLS
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and DLF tools are ultimately used to assist with com-
pound (e.g., HTS hit) prioritization. Furthermore,
there is a constant interest to identify orally avail-
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mizer was used to develop of a set of property filters,
which form the basis of OB-DLI. Although the deci-
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decisions based on the position of an individual com-
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of drug-like evaluation is the inability to incorporate
dosage, which could potentially assist with toxicity
evaluation.
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