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Preface

This book was written as a friendly introduction to plane algebraic curves.

It’s for. . .

� Mathematicians who never took a course on algebraic curves, or took

one years ago and have forgotten most of it.

� Students who are curious about algebraic curves and would like an

easy-to-read account of what it is and what its major highlights are.

� Anyone taking an elementary course on algebraic curves. This book

can serve as a useful companion, supplying perspective and concrete

examples to flesh out abstract concepts.

� Outsiders who have heard that algebraic geometry is useful in attack-

ing an increasingly wide range of applied problems and want an entry

point that doesn’t require an extensive mathematical background.

What this book is, and what it isn’t.

� What it is. This book emphasizes geometry and intuition, and the

presentation is kept concrete. Learning about plane algebraic curves

provides a foundation for going on to higher dimensional algebraic ge-

ometry. We work mainly over the complex numbers, where results are

beautifully unified and consistent. You’ll find an abundance of pictures

and examples to help develop your intuition, so basic to understand-

ing and asking fruitful questions. The book covers the highlights of

the elementary theory which for some could be an end in itself, and for

others an invitation to investigate further, including algebraic geometry

and more general methods.

vii
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viii Preface

� What it isn’t. This is not a “Theorem, Proof, Corollary” book. Proofs,

when given, are mostly sketched, some in more detail, but typically

with less. We often include references to texts that provide further dis-

cussion.

What are the prerequisites for this book?

� The rudiments of coffee cup and donut topology.

� Some basic complex analysis, including Cauchy-Riemann equations,

complex-analytic functions, meromorphic functions, and Laurent ex-

pansions.

� The definitions of field, field isomorphism, algebraic extension of a

field, integral domain, ideal and prime ideal.

Why should I be interested,in algebraic curves?

Since about 1990, algebraic curves and algebraic geometry have undergone

explosive growth. Computer algebra software has made getting around in

algebraic geometry much easier. Algebraic curves and geometry are now

being applied to areas such as cryptography, complexity and coding theory,

robotics, biological networks, and coupled dynamical systems. Algebraic

curves were used in Andrew Wiles’ proof of Fermat’s Last Theorem, and

to understand string theory, you need to know some algebraic geometry.

There are other areas on the horizon for which the concepts and tools of

algebraic curves and geometry hold tantalizing promise. This introduction

to algebraic curves will be appropriate for a wide segment of scientists and

engineers wanting an entrance to this burgeoning subject.

A Bit of Perspective.

This book follows the traditional approach of working over the complex

numbers, an approach that played a large role in setting up the subject and

remains a natural way to enter it. In the early part of the 20th century, this

found grand expressions in works on algebraic functions by Appell and

Goursat, as well as by Hensel and Landsberg. Dover reprints of [Bliss] and

[Coolidge] give a good perspective of a slightly later period. We’ve taken

the somewhat more contemporary approach found in [Walker] or [Fulton],

but for concreteness, we do almost everything over the complex numbers.
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Preface ix

The Book’s Story Line . . .

� In Chapter 1 we visit a gallery of algebraic curves in the real plane. The

examples show the surprisingly wide range of possible behavior, and a

section on Designer Curves further drives home the point by providing

principles for creating an even broader array of user-defined curves.

The apparent jungle of possibilities leads to a basic question: Where

are the nice theorems?

� A fundamental truth emerges in Chapter 2: to get nice theorems, al-

gebraic curves must be given enough living space. For example, im-

portant things can happen at infinity, and points at infinity are beyond

the reach of the real plane. We use a squeezing formula to shrink the

entire plane down to a disk, allowing us to view everything in it. This

picture leads to adjoining points at infinity, and in one stroke all sorts of

exceptions then melt away. We enhance the reader’s intuition through

pictures showing what some everyday curves look like after squeezing

them into a disk.

� Chapter 3 continues the quest originating from Chapter 1: Where are

the nice theorems? Once again, the answer lies in giving algebraic

curves additional living space—in this case we expand from the real

numbers to the complex. Working over them, together with points

added at infinity, we arrive at one of the major highlights of the book,

Bézout’s theorem. This is one of the most underappreciated theorems

in mathematics, and it represents an outstandingly beautiful general-

ization of the Fundamental Theorem of Algebra. Our proof uses the

resultant—a double-edged sword which itself is one of the most un-

derappreciated tools in mathematics. We use one edge in Chapter 1,

and the other in Chapter 3.

� Chapter 4 continues our quest. In Chapter 1 we met curves that are

connected, and others that are not. There are curves of pure dimen-

sion, and others that aren’t. From what seems like a nearly hopeless

situation, Chapters 2 and 3 lay a foundation for establishing one of

the most important and satisfying topological properties of algebraic

curves: a curve defined by an irreducible polynomial in its complex

numbers-based habitat is always topologically connected, and is a real

2-manifold with finitely many points identified to finitely many points.

We even know the surface must be orientable. In a sense that we’ll

make precise, “most” algebraic curves are both irreducible and require



“master” — 2011/6/20 — 8:28 — page x — #10
i

i

i

i

i

i

i

i
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no point identifications, so topologically nearly every algebraic curve

is an orientable 2-manifold like a sphere, donut, the surface of a bagel

with two holes in it, and so on. We derive a remarkably simple formula

for its genus in terms of the defining polynomial’s degree.

� Chapter 5 trains a magnifying glass on some of the results seen so

far. The prettiest and simplest of them statistically hold for 100% of

algebraic curves, but nonetheless there exist curves—many with very

simple defining polynomials—that bend, twist and contort so much

that in order to fit in the plane, they must have self intersections and/or

kinks. Such points are rare (accounting for their name “singularities”),

but rare or not, questions arise:

– What do curves look like around singularities?

– Are some singularities easily understood, while others are more

complicated?

– How is their number and type related to the amount of twisting

and contorting of the curve?

– For a curve with singularities, what happens to Bézout’s theorem?

– For a curve with singularities, what happens to that remarkably

simple genus formula?

– Can you transform a curve with singularities into a curve without

singularities?

Chapter 5 provides answers. In fact, the answer to the last question is

“yes,” and the actual theorem once again highlights algebraic curves’

need for enough living space: in transforming a curve with singularities

to one without, we may need to grant the curve an extra dimension,

allowing it to live in a complex three-dimensional world instead of in

just two.

� In Chapter 6, a large cluster of seemingly disparate facts about curves,

discovered over several generations of mathematicians, are gathered

into a commutative diagram. Earlier generations — the ancient Greeks

— carried out the first exhaustive study of any subject in mathematics:

algebraic curves of degree 2. They were known then and are known

today as conics. The simplest curves after conics are those curves of

degree 3 that have no singular points, and this means each is topologi-

cally a torus. By focusing on such a specific genre of curve, many more

detailed results ensue. Their study turns out to be deep and rewarding,
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and the story is still incomplete. An appropriate commutative diagram

pulls together many of their basic properties and links up the three con-

cepts of irreducible curve, its function field, and its Riemann surface.

Each of the three determines the other two up to an appropriate no-

tion of equivalence. Finally, in concluding the book, we shake hands

with an important idea: transporting elementary complex-variable the-

ory from a nonsingular curve of genus 0 (this corresponds to the typical

first “one complex variable” course) to a compact Riemann surface of

any genus. This represents a surprising change in flavor of the study.

A good number of pictures are provided to enhance intuition.

Many thanks to . . .

� Don Albers, who suggested writing this book.

� Underwood Dudley, whose keen writing sense tightened up the expo-

sition throughout.

� Dolciani editorial board members Jeremy Case, Rosalie Dance, Tevian

Dray, Thomas Halverson, Patricia Humphrey, Michael McAsey, Michael

Mossinghoff, Jonathan Rogness, and Thomas Sibley, who critiqued the

final draft.

� Basil Gordon, whose many suggestions, both mathematical and expo-

sitional, greatly improved the book.

� Richard Scott, who provided helpful feedback on early outlines of the

book.

� Ivan Soprunov, who read the entire manuscript and checked the exam-

ples for correctness.

� Beverly Ruedi, whose technical expertise has been an inspiration to

me. It was Bev who led me to computer drawing software, and I was

able to create all the illustrations in this book using either Adobe Illus-

trator or importing plots from Maple and then applying Illustrator.

� Carol Baxter, who skillfully led this opus through to publication.

Cleveland, Ohio Keith Kendig
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CHAPTER 1

A Gallery of Algebraic

Curves

A great way to learn new mathematics is to work with examples. That’s

how we start. This chapter consists mostly of examples of algebraic curves

in the real plane. A plane algebraic curve is defined to be the locus, or set of

zeros, of a polynomial in two Cartesian variables with real coefficients. This

may sound pretty special, but a surprisingly large number of familiar curves

are exactly of this type. For example, many polar coordinate curves — lem-

niscates, limaçons, all sorts of roses, folia, conchoids—are algebraic, as are

many curves defined parametrically, such as Lissajous figures and the large

assortment of curves obtained by rolling a circle of rational radius around a

unit circle. Nearly all the curves the ancient Greeks knew are algebraic. So

are many curves mechanically traced out by linkages.

We begin this chapter with very simple algebraic curves, those defined

by first and second degree polynomials. We then turn to curves of higher

degree.

1.1 Curves of Degree One and Two

Definition 1.1. The degree of a monomial xmyn ismC n. The degree of a

polynomial p.x; y/ is the largest degree of its terms. The degree of a plane

algebraic curve C is the degree of the lowest-degree polynomial defining

C .

Notation. In this book, we denote the set of all solutions of p.x; y/ D 0 by

C.p.x; y// or by just C.p/.

1
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2 1. A Gallery of Algebraic Curves

Degree One

The general form of a polynomial of degree one is Ax C By C C , where

not both A and B are zero. Its zero set is a line, and conversely any line in

R
2 is the zero set of a polynomial of degree one.

Geometrically, two distinct points in the plane determine a unique line.

This has an algebraic translation: in Ax C By C C D 0, not both A and

B are zero, so assume that A ¤ 0. Dividing by it gives x C ˇy C 
 D 0.

Substituting into it the coordinates of two points in the plane produces two

linear equations in the ˇ and 
 . If the points are distinct, the equations are

linearly independent and therefore uniquely determine values for ˇ and 
 ,

thus defining a line in the plane.

Degree Two

The general form of a polynomial of degree two is

Ax2
C Bxy C Cy2

CDx C Ey C F

where not all of A, B and C are zero. Its zero set is a conic that can be

non-degenerate, degenerate, or the empty set, and any conic in R
2 is the

zero set of some degree-two polynomial. The non-degenerate conics are el-

lipses (including circles), parabolas and hyperbolas, while degenerate ones

include the empty set (defined by x2
C 1 D 0, for example), two crossing

lines (example: xy D 0) or parallel lines (as in x2
� 1 D 0) or two copies

of the same line (example: x2
D 0). We call two coincident copies of the

same line a double line.

As with a line, a certain number of points uniquely determine a conic.

To see what this number is, replay the algebraic argument above: divide

Ax2
C Bxy CCy2

CDx C Ey C F D 0

by one of A, B and C to get, for example,

x2
C ˇxy C 
y2

C ıx C �y C �: .1:1/

If five distinct points in the plane are chosen so that no more than three are

collinear, then substituting them into (1.1) gives a linearly independent sys-

tem of five equations that uniquely determines ˇ through �, and therefore

a conic. If three points are collinear, the conic is degenerate since it must

contain a line. (An appreciation for how five points determine a conic can be
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gained by experimenting with the five-points conic routine in the geometry

software package Cabri.)

If in the general degree-two polynomial the linear terms are absent and

F D �1, then the conic is defined by

Ax2
C Bxy C Cy2

D 1;

and is symmetric about the origin. The discriminantB2
�4AC then indeed

discriminates, telling us that in the real plane the conic is either empty or

an ellipse if B2
� 4AC < 0;

two parallel lines if B2
� 4AC D 0;

a hyperbola if B2
� 4AC > 0.

What effect does adding the linear part Dx C Ey have on the conic

Ax2
C Bxy C Cy2

D 1 ‹ If the discriminant is nonzero, then this will

shift the conic, and uniformly magnify it (zoom in) if it’s an ellipse, or

zoom in or out if it’s a hyperbola. It does not change the shape of either

conic. If the discriminant is zero, then Ax2
CBxyCCy2

D 1 defines two

parallel lines, and adding Dx C Ey can change them into a parabola. An

example is A D E D 1 and B D C D D D 0. For details, see Chapter 9

of [Kendig 1].

Most calculus and pre-calculus books choose equations to make the

conics “nice,” and this usually leaves misleading impressions. As we swim

around in the sea of all conic sections, what do we actually encounter? We

can mimic such a tour by taking a series of snapshots as we move about, a

photo corresponding to randomly selecting real values forA; : : : ; F . Divid-

ing an equation through by a nonzero number doesn’t change the zero set,

so without loss of generality, we can assume their values are in the inter-

val .�1; 1/. Random choices mean none of A; : : : ; F are ever exactly zero.

Here are some things we will and won’t see:

� We never see a parabola.

� We never encounter a non-empty degenerate conic.

� We never see a conic having principal axes parallel to the x- and y-

axes, as in the standard forms of an ellipse or hyperbola.

� Often we see what appears to be a parabola, but by zooming out far

enough, we will see that either the curve closes up to form an ellipse or we

encounter another branch, showing that the curve is a hyperbola.
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4 1. A Gallery of Algebraic Curves

� In the case ofAx2
CBxyCCy2

D 1, we can look at B2
�4AC D 0

as defining a surface within the cube .�1; 1/� .�1; 1/� .�1; 1/. We never

land on this surface, which is the boundary between points .A; B; C/ in the

cube corresponding to hyperbolas on one side and ellipses or the empty set

on the other. The cube is divided into three pieces:

i. The part where B2
� 4AC > 0, corresponding to hyperbolas;

ii. The part where B2
� 4AC < 0 and both A and C are positive,

corresponding to ellipses;

iii. The part where B2
� 4AC < 0 and both A and C are negative,

corresponding to the empty set.

By finding the volumes of these pieces, we can find the probability that

randomly picking a point from the cube produces an ellipse. The cube is

divided into eight unit cubes, one in each octant, and only two of these eight

contribute volume corresponding to ellipses. Writing the boundary surface

as z2
D 4xy and using symmetry leads to a probability of

2

8

Z 1

zD0

Z 1

xD z2

4

�

1�
z2

4x

�

dxdz :

This turns out to be (only!)

31� 6 ln2

144
� 18:6397% :

The probability of getting the empty set is the same, � 18:6397% , and the

probability of a hyperbola is approximately

100%� 37:279% D 62:721% :

For further reading, [Kendig 1] is an accessible account of many ideas

in this book for second-degree curves — that is, conics.

1.2 Curves of Degree Three and Higher

Degree Three

The subtlety and complexity of curves having degree n increase rapidly

with n. Curves of degree one fall into just one class: lines. Curves of degree

two can be put into four main classes: ellipses, parabolas, hyperbolas, and

degenerate cases. (In the complex setting, the degenerate cases are two lines,

either different or coincident.) But by degree three, categorizing becomes so
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1.2. Curves of Degree Three and Higher 5

nontrivial that to this day there is no one classification considered “best” or

most natural. There exist useful classifications based on various criteria,

one being Newton’s analytic classification. He massages the general two-

variable cubic

Ax3
C Bx2y C Cxy2

CDy3
CEx2

C Fxy CGy2
CHx C Jy CK

into one of four special forms in which either y, y2, xy or xy2
C ˛y is set

equal to the pure one-variable cubic ax3
C bx2

C cx C d . There are 78

cases in all; Newton found 72 of them. (See [B-K], section 2.5 for a nice

discussion.)

The statistical game we played for curves of degree two can be run for

curves of degree three. By randomly choosing real values for A; : : : ; K in

the general two-variable cubic, we encounter certain shapes of real cubics

again and again, while others appear less frequently or very rarely. The six

FIGURE 1.1.

snapshots of cubic curves in Figure 1.1 suggest a few possible shapes. They

are arranged from most to least frequently encountered, going from top left

to bottom right. By far the most common is the shape at the top left, show-

ing a single bump. Sometimes it’s more S-shaped, as in the next picture.

Together, these account for about 70% of randomly chosen curves. The next

two are variants of each other, each consisting of three separate branches,

and will be seen about 20% of the time. A bump with an island occurs per-

haps 5% of the time, and the last, three branches plus an island arises rarely,
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6 1. A Gallery of Algebraic Curves

less than 1% of the time. These percentages are very approximate. There

are other shapes that occur even more rarely.

Since we have ten coefficientsA; : : : ; K, dividing through by any one of

A; : : : ; D leaves nine degrees of freedom. However, it is possible to select

nine distinct points that do not uniquely determine a cubic:

Example 1.1. Figure 1.2 shows nine points, with two different cubics pass-

ing through them: the graph of y D 3x.x � 1/.x C 1/ and the graph of

x D 3y.y � 1/.y C 1/.

FIGURE 1.2.

Higher Degrees

We have seen that the number of degrees of freedom for a curve of degree

n is

2 D 3 � 1 for degree 1

5 D 6 � 1 for degree 2

9 D 10 � 1 for degree 3.

The numbers 3, 6 and 10 are called triangular because in the following

arrangement of polynomial forms of increasing degree, the number of terms

of degree � n is like triangle areas, starting at the top: 1; 3; 6; 10; : : : :

A

Ax C By

Ax2
C Bxy C Cy2

Ax3
C Bx2y C Cxy2

CDy3

� � �

The number of degrees of freedom enjoyed by a curve of degree n is one

less than the number of terms in its general equation. Remembering that the

sum of the firstm natural numbers 1C 2C 3C � � �Cm is
.m/.mC1/

2
, we see
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1.3. Six Basic Cubics 7

that the number of degrees of freedom in a curve of degree n is

.nC 1/.nC 2/

2
� 1 D

n2
C 3n

2
:

The first few of these numbers are 2; 5; 9; 14; 20; 27; 35; 44; 54; 65; : : : .

1.3 Six Basic Cubics

There are certain cubics that play a special role in studying algebraic curves,

since they illustrate a variety of basic concepts. The graph of y D p.x/,

where p.x/ is a typical cubic in x, can be pushed up and down to five

essentially different positions that reflect the nature of its roots — all real,

not all real, repeated or distinct. In the left column of Figure 1.3 we get all

five positions by starting the graph low and pushing it upward. Any graph

of y D p.x/ in the left column corresponds to the graph of y2
D p.x/

in the right. Replacing y by y2 makes all the curves in the right column

symmetric with respect to the x-axis.

The same process can be applied top.x/ D x3, in which the polynomial

in x has three equal roots. This yields our sixth basic cubic, y2
D x3, and

is an example of a cusp curve, depicted in Figure 1.4.

1.4 Some Curves in Polar Coordinates

Rectangular versus Polar Coordinates

Draw circles of latitude and semi-circles of longitude on a sphere. In a small

neighborhood around a point on the equator, the latitudes and longitudes

closely approximate the horizontal and vertical lines of a rectangular co-

ordinate system. But at the opposite extremes, at the north or south pole,

the latitudes and longitudes look like the circles and rays of a polar coordi-

nate system. In this sense, rectangular and polar coordinates are opposites

of each other. This behavior extends to many familiar curves in rectangular

versus polar coordinates, as we’ll discover in a moment.

Algebraic versus Not Algebraic

Many plane curves may be algebraic, yet are not presented as the zero set

of a polynomial p.x; y/ in rectangular coordinates. For example, the curve

might be given by an equation in polar coordinates, or by a pair of para-

metric equations, or traced out by some mechanical linkage or as the path
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FIGURE 1.3.
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1.4. Some Curves in Polar Coordinates 9

x

y

FIGURE 1.4.

of a point on one curve as it rolls along another one. If such a “roulette” is

algebraic, then by definition it is the zero set of some polynomial p.x; y/.

It just may not be obvious what that polynomial is.

There’s also an abundance of non-algebraic curves, such as graphs of

trigonometric functions, so the question arises: is there an easy way to tell

algebraic curves from non-algebraic ones? Here’s a partial test: if there is

a line in the plane intersecting the curve in infinitely many discrete points,

then the curve is not algebraic. For example, the graph of y D cos x is

not algebraic since the x-axis intersects it in infinitely many discrete points.

Virtually all graphs of trigonometric functions fail to be algebraic. In R
2,

this test is only sufficient. For example, most lines cross the graphs of y D

ex or ln x in infinitely many distinct points, but only in C
2, not R

2. These

graphs are not algebraic curves.

The Oppositeness Idea

We now look at a kind of oppositeness between the behavior of a curve

defined a polynomial equation p.x; y/ D 0 versus its polar counterpart

obtained by replacing y by r and x by � and plotting in R
2 as in elemen-

tary analytic geometry. A few examples give the flavor. One of the simplest

of all algebraic curves is defined by y D x. The polar counterpart of this

equation is r D � , defining an Archimedean spiral. This spirals outward in-

finitely many times. Any line intersects it in infinitely many discrete points,

so the spiral isn’t algebraic. More generally, if p.x/ is a polynomial of pos-

itive degree, then the graph of y D p.x/ is algebraic while the correspond-

ing graph r D p.�/ isn’t, because the size of r D p.�/ increases with-

out bound as � approaches ˙1. This means, for example, that the curve

r D p.�/ intersects the x-axis in the infinitely many distinct points having

polar coordinates .r; �/ D .p.n�/; n�/. On the other hand, the graph of
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10 1. A Gallery of Algebraic Curves

y D cosx is not algebraic, while its polar brother r D cos � defines a circle

— algebraic indeed.

This phenomenon does not always hold, but it often points us in the

right direction. As just a few examples, the polar equations for such familiar

curves as the conics, lemniscates, cardioids, cissoids, limaçons, cochleoids,

all sorts of roses, as well as the Witch of Agnesi, all involve trigonometric

functions in their definitions, yet all are algebraic. That means their polar

equations can all be converted to polynomial equations in rectangular co-

ordinates. Sometimes the conversion is straightforward, as with r D cos � ,

where we can write r2
D r cos � and then substitute x2

C y2 for r2 and x

for r cos � to obtain x2
C y2

D x. Other times the conversion entails more

work. Here’s an example.

Example 1.2. The polar equation r D cos 4� defines a rose having eight

petals. Intersecting the curve with a line can give us some basic infor-

mation. Let’s say p.x; y/ has degree n. Substituting the parametrization

fx D at C b; y D ct C d g of a general line into p.x; y/, yields a polyno-

mial in t of degree n, p.at C b; ct C d/. The line intersects C.p.x; y// at

those points corresponding to values of t for which p.at C b; ct C d/ is

zero. Therefore the line should intersect the curve in n points. We may not

see all n in the real plane since some may be complex or some zeros may

be repeated. But if we can find a line intersecting the curve (in this case, the

rose) in m points, then we know the polynomial p.x; y/ defining it must

have degree at least m. Figure 1.5 depicts the eight-petal rose. We see that

the horizontal line intersects five petals in two points each, for a total of 10

points of intersection. Therefore the degree of p must be at least 10.

FIGURE 1.5.

For the conversion, use a double-angle formula to go from cos 4� to a

trigonometric function of 2� , and again to go to a trigonometric function
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of � . In the end, r D cos 4� becomes

r D cos4 � � 6 cos2� sin2 � C sin4 � :

Replace cos � by x
p

x2Cy2
and sin � by

y
p

x2Cy2
. We need to be careful

with r , since for � between 0 and 2� , half the time the polar value r is

negative. Replacing r by C
p

x2
C y2 gives the four loops pointing in the

directions of the x- and y-axes, and they have the equation

p

x2
C y2

D

x4

.x2
C y2/2

� 6
x2y2

.x2
C y2/2

C

y4

.x2
C y2/2

:

That is,

.x2
C y2/

5
2 D x4

� 6x2y2
C y4 :

Replacing r by �
p

x2
C y2 yields the other four loops defined by

�.x2
C y2/

5
2 D x4

� 6x2y2
C y4 :

Squaring both sides introduces no additional solutions and therefore gives

the following as the equation of the complete rose:

.x2
C y2/5 D .x4

� 6x2y2
C y4/2 :

We were lucky — the horizontal line in our rose picture predicted a

polynomial of degree 10 or greater, and the polynomial turns out to have

degree exactly 10.

The polynomial equation defining the 4 �2 D 8-petal rose can be written

in a suggestive way. Denote x C iy by z. It is straightforward to check that

the equation .x2
C y2/5 D .x4

� 6x2y2
C y4/2 can be written as

.x2
C y2/4C1

D Œ<.z4/�2 ;

where < denotes the real part of a complex number. With a bit more work,

it can be verified that for n even, the 2.nC 1/-degree equation

.x2
C y2/nC1

D Œ<.zn/�2 .1:2/

defines the 2n-petal rose r D cos n� in R
2, plotted as in analytic geometry.

In distinction to n even, notice that for n odd, r D cos n� yields only n

petals. Also, for odd n, something else different happens: the equation in

(1.2) can be written as

.x2
C y2/nC1

�<.zn/2

D

�

.x2
C y2/

nC1
2 C<.zn/

� �

.x2
C y2/

nC1
2 �<.zn/

�

D 0;
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12 1. A Gallery of Algebraic Curves

so now the defining polynomial is reducible and defines the union of two

different roses, each with n petals.

One more observation: there’s no n such that r D cosn� or r D sinn�

draws a rose whose petal count is double an odd number, such as 2; 6; 10; : : : .

We discuss roses further on pp. 131–136.

1.5 Parametric Curves

Many curves presented parametrically turn out to be algebraic, one obvious

example being fx D at C b; y D ct C d g which defines a line. But what

about fx D q1.t/; y D q2.t/g, where q1 and q2 are polynomials? Specif-

ically, just picking an example from the air, what about the curve defined

by

f x D 3t2 C t C 1 ; y D t4 � 4t3 � 5 g ‹

If it’s algebraic, we should be able to eliminate t and get a polynomial

p.x; y/ whose zero set is the parametrized curve. It is not obvious how to

get rid of t , but it can be done, and the polynomial p.x; y/ turns out to be

x4
� 56x3

� 18x2y C 72x2
� 84xy C 81y2

� 580xC 899y C 2523 :

This was derived not through incredible cleverness or endless toil, but rather

by using a powerful tool, the resultant. It took less than a minute to type

the appropriate command into Maple, which then carried out the algebra in

much less than a second. We present this extremely useful tool in a moment.

Even if q1 and q2 are not polynomials but, say, trigonometric functions,

the curve can be algebraic. For example,

f x D cos t ; y D sin t g

defines a circle since squaring each of cos t and sin t and adding eliminates

t and yields x2
C y2

D 1. But consider the slightly fancier curve

f x D cos 3t ; y D sin 2t g : .1:3/

Here again it’s not obvious how to eliminate t , but as we’ll see on p. 17, the

resultant again comes to our aid, producing a polynomial whose zero set is

the curve. Therefore this fancier curve is algebraic.
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1.6. The Resultant 13

1.6 The Resultant

We use two single-variable polynomials of degree m and n to give the basic

idea of what the resultant is and what it does. All these ideas easily gener-

alize. Let

q1.t/ D a0t
m
C a1t

m�1
C � � � C am D 0;

q2.t/ D b0t
n
C b1t

n�1
C � � � C bn D 0:

A major question the resultant answers is “Do q1.t/ and q2.t/ share a com-

mon zero?” One might suggest finding the zeros of each polynomial and

checking to see if any are the same. However, if one polynomial has degree

five or higher it may be possible only to approximate the zeros, so we could

not be sure they agree exactly. The resultant is the determinant of a square

matrix whose entries are the polynomials’ coefficients ai and bj , and it will

give a simple, direct and exact answer to our question.

To see the idea behind the resultant, suppose q1 and q2 share a zero

c, which may be complex. The polynomials then have the common factor

.t � c/, so we can write

q1.t/ D .t � c/r.t/ and q2.t/ D .t � c/s.t/;

where
r.t/ D ˛0t

m�1
C ˛1t

m�2
C � � � C ˛m�1

and
s.t/ D ˇ0t

n�1
C ˇ1t

n�2
C � � � C ˇn�1 ;

with ˛0; ˇ0 nonzero. The assumption that q1 and q2 have a common factor

.t � c/ implies that
sq1 � rq2 D 0

since both sq1 and rq2 equal .t�c/rs. Conversely, a sufficient condition for

q1 and q2 to have a common factor is that there exist s with deg.s/ < n and

r with deg.r/ < m so that sq1 � rq2 D 0. This is because any factor of q1

must appear among the factors of rq2. They cannot all occur in r because

the degree of r is less than the degree of q1, so at least one of them must

occur among the factors of q2.

We now harness the power of linear algebra. We write our necessary

and sufficient condition sq1 � rq2 D 0 as

.ˇ0t
n�1
C ˇ1t

n�2
C � � � C ˇn�1/ � .a0t

m
C a1t

m�1
C � � � C am/ �

.˛0t
m�1
C˛1t

m�2
C� � �C˛m�1/ � .b0t

n
C b1t

n�1
C� � �Cbn/ D 0: .1:4/
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Figure 1.6 shows this written in matrix form.

If the criterion sq1 � rq2 D 0 is to have a nontrivial solution, then the

determinant of the square matrix must be zero. By multiplying some of the

matrix columns by �1 and transposing, we can write its determinant as in

Figure 1.7.
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FIGURE 1.7.

The determinant is called the resultant of the polynomials

a0t
m
C a1t

m�1
C � � � C am and b0t

n
C b1t

n�1
C � � � C bn ;

and the resultant is zero if and only if the two polynomials have a common

zero.
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1.7. Back to an Example 15

The coefficients ai and bj are constants, but they can also be polyno-

mials. For example, p.x; t/ and q.x; t/ can be regarded as polynomials in

t with coefficients in RŒx�. Then the resultant isn’t a constant, but rather a

polynomial in x. This extends to any number of variables. For example,

p.x; y; t/ and q.x; y; t/ could be regarded as polynomials in t with coeffi-

cients in RŒx; y�, and the resultant would be a polynomial in x and y.

We now introduce some basic notation.

Notation. To indicate that we are regarding p and q as polynomials in t , we

write

resultant.p; q; t/

and call it the resultant of p and q with respect to t, with corresponding

meanings for resultant.p; q; x/ and resultant.p; q; y/.

Comment 1.1. In the above, R can be replaced by C — that is, the numer-

ical coefficients can be complex, not just real.

1.7 Back to an Example

Let’s revisit the curve on p. 12 parametrized by

f x D 3t2 C t C 1 ; y D t4 � 4t3 � 5 g :

We claimed that this curve is algebraic, but actually eliminating t to get a

polynomial in x and y seemed like an all-but-impossible task. We can now

let the resultant do its magic. Rewrite the equations in the parametrization

as

3t2 C t C .�x C 1/t0 D 0 ;

t4 � 4t3 � .y C 5/t0 D 0 :

Any specific point .x0; y0/ is on the curve if and only if 3t2C tC.�x0C1/

and t4 � 4t3 � .y0 C 5/ (which are now polynomials in t with constant

coefficients) have a common factor — that is, if and only if there’s a value of

t making them both zero and therefore satisfying the curve’s two parametric

equations at .x0; y0/. We know this happens exactly when

resultant.3t2 C t � x0 C 1; t
4
� 4t3 � y0 � 5; t/ D 0:

Since .x0; y0/ is arbitrary, we conclude that any point .x; y/ is on the curve

when resultant.3t2 C t � x C 1; t4 � 4t3 � y � 5; t/ is zero. This is a
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16 1. A Gallery of Algebraic Curves

polynomial in x and y whose zero set is the curve! That polynomial is

exactly what we want, and is the determinant of a 6 � 6 matrix with entries

in RŒx; y�:

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

3 1 .�x C 1/ 0 0 0

0 3 1 .�x C 1/ 0 0

0 0 3 1 .�x C 1/ 0

0 0 0 3 1 .�x C 1/

1 �4 0 0 .�y � 5/ 0

0 1 �4 0 0 .�y � 5/

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

:

Maple or Mathematica saves us computing by hand and gives

x4
� 56x3

� 18x2y C 72x2
� 84xy C 81y2

� 580xC 899y C 2523 ;

just as claimed on p. 12. The resultant method shows more generally that

any curve parametrized by polynomials q1.t/; q2.t/ is algebraic.

1.8 Lissajous Figures

A Lissajous figure is a curve traced out by two sinusoidal motions

x D A cosmt ; y D B sin .nt � �/ :

The shape is often created in physics demos using a laser beam and two

tuning forks having a mirror attached to each. The beam bouncing off the

first mirror is aimed at the second, which then reflects the beam to a viewing

screen. The forks are oriented so the laser beam picks up both sinusoidal

motions. The curve closes and continues to trace over itself.

The curve in (1.3) on p. 12 parametrized by

f x D cos 3t ; y D sin 2t g

is one such example, depicted in Figure 1.8. It is symmetric about the origin

and lives in the square with the four vertices .˙1; ˙1/. Is this parametric

curve algebraic? That is, is it possible to eliminate t , arriving at a polyno-

mial p.x; y/ whose zero set is the curve? The answer is yes. We start by

using double- and triple-angle formulas to express the trigonometric func-

tions in terms of cos t :

x D cos 3t D 4cos3 t � 3cos t ;

y D sin 2t D 2 cos t sin t D ˙2 cos t
p

1 � cos2 t :
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1.8. Lissajous Figures 17

FIGURE 1.8.

The curve is symmetric about the origin, so both sides of the last equation

can be squared without adding any new points to the curve. This yields

y2
D 4 cos2 t � 4 cos4 t :

Regard cos t as a parameter; call it T . Parametric equations for the Lissajous

figure may now be written

f 4T 3
� 3T � x D 0 ; �4T 4

C 4T 2
� y2

D 0 g :

To eliminate T , take

resultant.4T 3
� 3T � x ;�4T 4

C 4T 2
� y2 ; T / :

Using Mathematica or Maple and dividing the result by a constant gives

p.x; y/ D 16y6
C 4x4

� 24y4
� 4x2

C 9y2 :

In the real plane, the zero set of this polynomial is precisely the Lissajous

figure in Figure 1.8. As a partial check, notice that selecting values for x

yields a polynomial in y of degree six. For x0 2 Œ�1; 1�, the vertical line

x D x0 intersects the Lissajous figure in six points, counting any double

points as two points. Likewise, selecting any y0 2 Œ�1; 1� yields a polyno-

mial in x of degree four, and the horizontal line y D y0 correspondingly

intersects the Lissajous figure in four points.

What about general Lissajous figures parametrized by

f x D A cosmt ; y D B sin .nt � �/ g ‹

Are they algebraic for integers m and n? We can again use multiple-angle

formulas (which are all just the result of applying addition formulas enough
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18 1. A Gallery of Algebraic Curves

times) to transform the original parametric equations into polynomial equa-

tions in terms of x, y and T D cos t . Then take the resultant with respect

to T , arriving at a single polynomial p.x; y/. The only caveat is that Lis-

sajous figures created in a physics lab are bounded, while if the Lissajous

figure is “degenerate” in the sense that the plot doubles back and changes

direction in retracing itself, then the zero set in R
2 of p.x; y/ extends the

Lissajous figure to an unbounded figure. An example is the Lissajous figure

fx D cos t ; y D cos 2tg. Eliminating t gives p.x; y/ D y C 1 � 2x2, so

its zero set is the parabola y C 1 D 2x2. But as t runs through real val-

ues in the parametrization, only the part of this parabola within the square

Œ�1; 1� � Œ�1; 1� gets plotted. At either end of the real curve, the plotted

point “bounces back” — reverses direction — as t steadily increases. (The

remainder of the real parabola is traced out when t takes on all pure imag-

inary values.) Adding a small phase shift to make the parametric equations

read, say, fx D cos.t C 0:1/ ; y D cos 2tg, removes the degeneracy and

produces the situation depicted by the solidly drawn part in Figure 1.9. The

FIGURE 1.9.

dashed part is meant to represent two branches going off to infinity in C
2.

These are not visible in the real plane, but make the figure is unbounded in

C
2. Figure 5.2 on p. 101 depicts two fancier degenerate examples.

1.9 Morphing Between Curves

Two algebraic curves defined by polynomialsp.x; y/ and q.x; y/ can morph

into each other, with all intermediate curves being algebraic. A variable

˛ 2 Œ0; 1� can serve as the morphing parameter. As ˛ increases from 0

to 1, the linear combination .1 � ˛/p C ˛q morphs from p to q, and the

zero sets of these linear combinations morph from the zero set of p to that

of q. Geometrically, some morphings are obvious. An example is the hor-

izontal line p.x; y/ D y changing into the vertical line q.x; y/ D x: the
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1.9. Morphing Between Curves 19

horizontal line simply rotates to the vertical one, the intermediate lines be-

ing .1 � ˛/y C ˛x D 0. But morphing can bridge any curve to any other,

and sometimes the sequence of pictures is quite astonishing.

Example 1.3. Figure 1.10 shows the 8-petal rose in Figure 1.5 on p.10

morphing into the Lissajous figure in Figure 1.8. All intermediate curves

are algebraic.

FIGURE 1.10.

So far, we’ve chosen ˛ to be in the interval Œ0; 1�, but ˛ can just as well

be any real number. In a sense, the morphing movie corresponding to ˛

increasing from 0 to 1 can be extended indefinitely into the past and future.

The set of all such morphed or blended curves .1 � ˛/p.x; y/ C ˛q.x; y/

.˛ 2 R/ has two basic properties:

Property 1. The intersection C.p/\C.q/ belongs to every blended curve,

in that for each ˛ 2 R, the corresponding curve must pass through each

point ofC.p/ \ C.q/. Reason: SupposeP is in bothC.p/ andC.q/. Then

p.P / D q.P / D 0, so .1 � ˛/p.P /C ˛q.P / D 0, meaning P belongs to

C..1 � ˛/p.x; y/C ˛q.x; y//.

Property 2. The totality of all blends of C.p/ and C.q/ covers the plane

R
2. To eliminate the degenerate case where one blend is the zero polyno-

mial defining not a curve but the whole plane, assume that p and q are not

scalar multiples of each other. To show that any Q 2 R
2 is in some blend

curve, note that this is trivially true if Q 2 C.p/ \ C.q/. Therefore let Q

be any point not in C.p/ \ C.q/, say q.Q/ ¤ 0, and blend p and q via

p C �q, � 2 R. Then for some �, p C �q D 0. Since p and q are not

scalar multiples of each other, C.p C �q/ is not R
2.
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20 1. A Gallery of Algebraic Curves

FIGURE 1.11.

The following example uses both of these properties.

Example 1.4. Figure 1.11 shows a hexagon inscribed in an ellipse. Any

two opposite sides of the hexagon extend to a pair of lines intersecting in a

point. There are three such intersection points, and remarkably, they always

turn out to be collinear. This is an instance of “Pascal’s theorem” saying

that collinearity holds for any hexagon inscribed in any ellipse. A picture

guide to the theorem’s proof can be given as a series of blended curves.

This appears in Figure 1.12. An ellipse is shown with hexagon vertices on

it numbered clockwise, and we see three alternate extended hexagon sides

forming the unionC1 of three lines shown in the top left picture. The bottom

right picture depicts the analogous curve C2 consisting of the other three

extended hexagon sides. The eight frames depict the morphing from C1 to

C2 as ˛ increases from 0 to 1. C1 and C2 intersect in nine points; notice

that every intermediate cubic does in fact contain all nine points, as the

above Property 1 promises. Property 2 tells us that for some ˛, the blend

curve contains a point on the ellipse different from any of the six vertex

points. It’s exactly at that ˛ when the magic happens: the blend curve then

becomes reducible, splitting up into an ellipse plus the line containing those

three intersection points. We fill in details of the proof in Chapter 3, p. 71.

Any two algebraic curves can be bridged via morphing, and in fact the

initial and final curves need not be algebraic — that is, p and q need not
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22 1. A Gallery of Algebraic Curves

be polynomials. For example, the graph of a sine function can morph to

an Archimedean spiral, or into a circle. A good way to learn and appreciate

morphing is to run computer animations. Typing the command ?animations

in a Maple work sheet leads to examples that the user can easily modify; the

morpher ˛ plays the role of time. (After reading Chapter 3, it will be clear

that ˛ could equally well run through C instead of R.)

1.10 Designer Curves

Software packages such as Mathematica and Maple can plot virtually any

curve whose equation is typed in, making these packages wonderful at

translating algebra to geometry. But what about going the other way, find-

ing equations for curves we visualize? One result pointing in this direction

is the graph of the Lagrange interpolating polynomial of degree n passing

through nC1 points .x0; y0/; � � � ; .xn; yn/, the xi being distinct. For exam-

ple, there is a unique graph of a cubic y D a0x
3
Ca1x

2
Ca2xCa3 passing

through four such points P0; P1; P2; P3. A 20th century analogue of this is

a segment of a Bézier cubic in which P0; P1; P2; P3 can be any four points

in the plane. The segment passes through P0 and P3, starting at P0 and

heading toward P1. The longer the vector P0P1, the more closely the curve

tangentially hugs the line through P0 and P1. Similarly, at the segment’s

ending point P3, the curve segment heads toward P2, and the longer the

vector P3P2 , the more closely the segment, tangent to the line through P3

and P2, hugs that line. If a rubber band is stretched aroundP0; P1; P2; P3 to

form a convex polygon, the segment is contained within the polygon. More

complex shapes are created by taking such Bézier segments to be building

blocks and joining them together smoothly. This intuitive method is used in

drawing programs such as CorelDraw! and Adobe Illustrator.

In the world of algebraic curves, there are some curve-making principles

that can be used to design a wide variety of curves. We obtain a single

polynomial whose zero set is, or approximates, the shape we’re looking for.

In what follows, each bulleted item represents a different principle.

� C.p/ [ C.q/ D C.pq/.

That is, to get the union of two curves, multiply their defining poly-

nomials. The reasoning is as follows. We have C.p/ [ C.q/ � C.pq/

because a point P in C.p/ [ C.q/ must be in at least one of C.p/ or

C.q/, so at least one of p.P /, q.P / is zero, meaning p.P /q.P / D 0.

Also, C.p/ [ C.q/ � C.pq/ because if p.P /q.P / D 0 for a point P ,
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1.10. Designer Curves 23

then either p.P / D 0 or q.P / D 0, since otherwise the product would be

nonzero.

Example 1.5. The union of the x- and y-axes is the zero set of xy. Their

union with the lines y D ˙x is defined by xy.y2
� x2/.

Example 1.6. The union of two circles of radii 1 and 2 centered at the

origin has equation

.x2
C y2

� 1/.x2
C y2

� 4/ D 0 :

The surface z D .x2
C y2

� 1/.x2
C y2

� 4/ is sombrero-shaped having

two rings at height z D 0.

Definition 1.2. The order of a polynomial p is the lowest degree among its

terms. The initial part or lowest-degree part of p is the polynomial consist-

ing of all terms of degree equal to the order of p.

� In a sufficiently small neighborhood U of the origin, the zero set

C.p/ \ U is approximated by the zero set of the lowest-degree part of p.

The zero set of the lowest-degree part consists of finitely many lines,

each tangent to the curve at the origin, and is known as the tangent cone

to the curve at the origin. It’s a cone in the sense that it consists of lines

through the origin, as in three-space. Here’s the idea behind this principle:

r < 1 implies that rnC1 < rn, so for r small enough, the initial part q

satisfies p � q > q throughout a disk centered at the origin and having

radius r . In fact,
q

p�q
can be made as small as we wish by taking r > 0

sufficiently small.

This principle works just as well around any point P of C.p/ — just

translateC.p/ so thatP moves to the origin. Alternatively, expand the poly-

nomial about P .

Example 1.7. In p D x2
� y2

C x3, the lowest-degree part is x2
� y2, so

its zero set is given by y2
D x2 and consists of the two lines y D ˙x. The

zero set of p is the alpha curve depicted in Figure 1.13. The two dashed

lines y D ˙x are tangent to the curve, and the lowest-degree part of p

defines the tangent cone to the curve at the origin.

Example 1.8. In the 8-petal rose in Figure 1.5 on p. 10, the lowest-degree

part of its defining polynomial is .x4
� 6x2y2

C y4/2. It can be checked
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x

y

FIGURE 1.13.

that .x4
� 6x2y2

C y4/ is the product of the four factors

h

y ˙
�

1C
p

2
�

x
i

;
h

y ˙
�

1 �
p

2
�

x
i

:

They define four lines tangent to the eight petals. There are two smooth arcs

on each side of any tangent line. Each arc has a tangent line at the origin, so

for each pair of two tangent arcs there are two tangent lines. This is reflected

in the exponent 2 in the lowest-degree part .x4
� 6x2y2

C y4/2.

Example 1.9. Suppose that we’d like the tangent cone to consist of the

x-axis (y D 0) together with the two lines y D ˙x. Form y.x2
� y2/, and

add a higher-degree term like x4 so the curve is not the union of three lines,

yet has y.x2
� y2/ as lowest-degree part. At the origin, the tangent cone of

the zero set of y.x2
� y2/C x4 is indeed the union of these three lines, as

in the left sketch in Figure 1.14. By also adding y4 to get the polynomial

y.x2
� y2/C x4

C y4, the entire real figure becomes bounded, as shown

on the right.

FIGURE 1.14.

Definition 1.3. If the degree of p ism, then the highest-degree part of p is

what remains of p after all terms of degree less than m are removed.
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1.10. Designer Curves 25

Just as a polynomial’s lowest-degree part in an expansion about a point

P gives “behavior in the small,” a polynomial’s highest degree part gives

“behavior in the large”:

� The zero set of the highest-degree part of a polynomial p looks like

the asymptotes to a greatly zoomed-out view of C.p/.

Zooming out can be thought of as looking at the viewing plane R
2 from

ever greater distances, which amounts to uniformly shrinking the unit of

measurement. On a computer screen, plotting a curve within the square

having the four vertices .˙10; 000; ˙10; 000/ gives a zoomed-out view,

compared to the part of its plot within the square .˙1; ˙1/. Any bounded

curve will look like a point after zooming out far enough. If the curve

is unbounded, then at a point .x0; y0/ on the curve far from the origin,

p.x0; y0/’s value of zero is attained mainly because tremendously large

values of p’s terms cancel out. The major portion comes from the highest-

degree terms, with terms of lower degree contributing, relatively speak-

ing, very little. The location of .x0; y0/ is close to a point where only the

highest-degree part vanishes.

Example 1.10. The familiar parabola y � x2 is a surprising example be-

cause the extremely near-the-origin and extremely far-away views are per-

pendicular to each other. That is, if we zoom into the origin we see approxi-

mately y D 0, the x-axis. But if we zoom very far out so the viewing square

has side one billion, then for most of the parabola points we see, the ratio of

the y-value to the x-value is large, approaching a billion as we approach the

edge of the square. Visually, the parabola looks like a vertical ray extending

upward from the origin.

Example 1.11. Suppose q.x/ is a polynomial of degree greater than 1. If

the degree is even, then viewed from a sufficiently great distance the graph

of y D q.x/ looks like a vertical ray extending either upward or downward

from the origin. If the degree is odd, it looks like the entire y-axis.

Example 1.12. Take something wild, like

30
Y

kD1

.y � kx/

and add to it any p.x; y/ of degree less than 30. The algebraic curve defined

by the sum will approach 30 different asymptotes.
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26 1. A Gallery of Algebraic Curves

� For p.x; y/ of degree n, C.p/ can be bounded in the real plane by

adding x2m
C y2m to p.x; y/, where 2m > n.

Let x2m
C y2m be the largest-degree part of p.x; y/C x2m

C y2m.

By zooming out far enough, its zero set looks like a point, because the zero

set of x2m
C y2m is the origin. Actually, the only thing necessary is that the

highest-degree part have the origin as its zero set. Adding a term of the form

.x2
C y2/m works nicely and sometimes brings about greater symmetry.

Example 1.13. The polynomial defining the 8-petal rose in Figure 1.5 on

p. 10 is

.x2
C y2/5 � .x4

� 6x2y2
C y4/2 :

The highest-degree part is .x2
C y2/5 and it forces the four double lines

given by .x4
� 6x2y2

C y4/2 to curl around and remain bounded.

Example 1.14. The cusp curve y3
D �x3 pictured on the left in Figure 1.15

is unbounded, but if we add x4
Cy4 to get y3

D �x2
Cx4
Cy4, the branches

turn around and close up. The part of the cusp near the origin is barely af-

fected, and we end up with the teardrop curve on the right in Figure 1.15.

FIGURE 1.15.

We add two mini-principles:

� Replacing x and/or y in p.x; y/ by high powers can sometimes make

the curve more “angular.”

Example 1.15. Replacing the circle’s equation x2
Cy2

D 1 by x8
Cy8

D 1

or x10
Cy10

D 1 produces a curve looking more like a square with rounded

corners. If we push the general “Fermat curve” xn
C yn

D 1 to an extreme

by choosing n D 200, then we get what looks to the unaided eye like a

genuine square. (It isn’t!)

� If the constant term of p.x; y/ is zero, then the curve goes through

the origin. Adding a small nonzero constant to the polynomial will move
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1.10. Designer Curves 27

the curve away from the origin. Changing the sign of the constant can force

curve-reconnections to take place in opposite ways.

Example 1.16. Adding and subtracting an appropriate � > 0 to the poly-

nomial

.x2
C y2/5 � .x4

� 6x2y2
C y4/2

defining the 8-petal rose produces the left and right pictures in Figure 1.16.

FIGURE 1.16.

Example 1.17. There is an algebraic curve looking like Figure 1.17. How

can we find a polynomial creating it? Adding a constant sometimes removes

FIGURE 1.17.

part of the curve around the origin. The Fermat curve defined by the poly-

nomial p.x; y/ D x200
C y200

� 1 looks like a square, and this “square,”

rotated by 45ı, can be defined by q D p
��

x�yp
2

�

;
�

xCyp
2

��

. The product

pq defines their union, and adding �2 to this product removes some inner

material. Here’s the curve’s polynomial equation:

�

x200
C y200

� 1
�

 

�

x � y
p

2

�200

C

�

x C y
p

2

�200

� 1

!

D 2 :
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28 1. A Gallery of Algebraic Curves

Linkages

Algebraic curves are being increasingly applied to robotics, in which parts

of a robot (essentially linked line segments) trace out curves. A central re-

sult is Kempe’s Universality Theorem stating that every bounded part of

an algebraic curve can be generated by an endpoint of some linkage. (See

[Abbott] for details and a proof.) A linkage is a finite set of rigid line seg-

ments forming a chain or chains in which each endpoint is either fixed or

free to rotate around the endpoint of some other segment of the linkage.

Example 1.18. Figure 1.18 depicts a mechanical system that traces out part

of an alpha curve. The center of each circle is fixed and any solidly drawn

radius is free to turn about the center.

2t

3t

Drawing screen

Cogs in master

wheel drive large

wheel to its left.

FIGURE 1.18.
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CHAPTER 2

Points at Infinity

The examples in the last chapter reveal a wide range of behavior of algebraic

curves in the real plane.

� Some are bounded, others are not.

� Some form one piece — that is, they’re connected, having just one

topological component — while others are not.

� For a curve having two or more topological components, there can be a

mixture of bounded and unbounded components. For example, in Figure 1.10

on p. 19, all components are bounded. The middle right graph of Figure 1.3

on p. 8 has a bounded and an unbounded component together. In a hyper-

bola, both branches are unbounded.

� Even the dimension may not be 1. In the real plane, for example, the

locus of x2
C y2

D 0 consists of the origin which has dimension 0, while

x2
C y2

C 1 D 0 defines the empty set which has dimension �1.

� The curve’s dimension can be mixed. For example, in Figure 1.3 on

p. 8 we see a cubic having both a one-dimensional component and a zero-

dimensional component.

� If the curve’s defining polynomial has degree n, there are times when

a line intersects the curve in n points, but there are other times when there

are fewer than n intersections. As one example, there are always lines com-

pletely missing any bounded curve. As another, two distinct lines usually

intersect in 1 point, but parallel lines intersect in no points. And the zero set

of the degree-two polynomial x2
C y2 is just a point, so no line intersects

the locus in 2 points.

With so much unpredictable and seemingly erratic behavior, you may

be wondering:

Where are the nice theorems?

29
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Historically, splintering into many different cases often tells us that

we’re not looking at a big enough picture. Just think of the exceptions aris-

ing in using the quadratic formula to solve quadratic equations if we knew

only about nonnegative real numbers! Matters improve if we expand our

world to all reals R, but it’s when we expand our horizons to the complex

numbers C that solving quadratics becomes beautifully exception-free.

We are about to embark on a similar journey for algebraic curves. As it

now stands, our world is too small in two different ways. First, important

things happen “at infinity,” so we will adjoin points there. In this chapter,

we will do this to the real plane, arriving at the real projective plane P
2.R/.

In this extended plane, any two different lines will intersect in exactly one

point, no exceptions. Second, the entire landscape of algebraic curves im-

proves tremendously when we work over C instead of just R. We will take

that step in the next chapter, and our definition of P
2.R/ will easily gener-

alize to the complex analogue P
2.C/. At that stage, we will be in just the

right position to answer the question Where are the nice theorems?

2.1 Adjoining Points at Infinity

To begin, we introduce an example that will motivate much of what we do

in this and the next chapter. In R
2, randomly select m lines. Each line is

the zero set of a first-degree polynomial. The first “designer principle” on

p. 22 tells us that their union is defined by the product of them first-degree

polynomials. The union is therefore an algebraic curve C1 of degree m.

Similarly, select in R
2 n lines to create an algebraic curve C2 of degree n.

Because the lines were selected randomly, the curves of degree m and n

intersect in mn points. Separately translating or rotating any number of

the lines by a sufficiently small amount leaves the number of intersection

points unchanged. Perhaps there is a multiplication theorem here.

But let’s interfere further with these two curves, rotating a line in one

curve so that it becomes parallel to some line in the other curve. During the

rotation, the point where the two lines intersect races off to infinity and dis-

appears when the lines become parallel. This “lost” point means the curves

now intersect in only mn � 1 points. Pushing this idea to an extreme, by

suitably rotating lines in C1 and C2 so that they’re all mutually parallel, we

decrease the number of intersection points of C1 and C2 to zero! Losing

points this way ruins any chances for the suggested multiplication theorem.

Instead of “we lose points,” it’s more profitable to say “we lose sight

of points,” since the real problem is that we can’t see what’s going on that
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2.1. Adjoining Points at Infinity 31

far away. There is a simple remedy: shrink R
2 down to a disk, where it

will be easy to see what’s happening, and then contemplate the problem of

disappearing points.

Actually, we’ve all seen a mapping that does that to R. The principal-

value function y D arctan x maps R to the interval .��=2 ; �=2/. An even

simpler function is x ! xp
x2C1

, which shrinks R to .�1 ; 1/. This graph,

sketched in Figure 2.1, suggests that the map shrinks distances severely and

y

x2 4 6 8

-2-4-6-8-10

FIGURE 2.1.

unevenly. For example, the image of the unit interval Œ0; 1� has length about

0.707, while the image of the unit interval Œ5; 6� just five units away, has

length less than 0.006 — less than 1% of :707.

We can apply this shrinking map idea to lines through the origin to map

R
2 onto the open unit disk. This map does it:

.x; y/ �!

 

x
p

x2
C y2

C 1
;

y
p

x2
C y2

C 1

!

: .2:1/

The image of a line L such as y D 1 illustrates the shrinking, since

the unit vertical distances from L to the x-axis in R
2 decrease under the

map. Figure 2.2 shows the image in the open disk of ten lines in R
2 — the

y-axis and the nine parallel lines y D j
4
; .j D �4; : : : ; 4/. For any fixed

y

x

FIGURE 2.2.
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32 2. Points at Infinity

a 2 R, the images of y D ˙a lie on an ellipse. Its semi-major axis has

length 1, and since .0; a/ 2 R
2 maps to

�

0 ; ap
a2C1

�

, the semi-minor axis

of the ellipse has length ap
a2C1

. It is easily checked that the image of any

point .c;˙a/ satisfies the equation of this ellipse.

More generally, the image of all mutually parallel lines is a family of

ellipses with the same major axis, but without the two endpoints of this

axis. It is natural to adjoin these two endpoints. However, these two points

lie on the boundary of the unit disk, and that would make any two of these

lines intersect in two points! What to do? Let’s look again at our example

of C1 and C2. As we rotated one line to become parallel to another, the

intersection point flew off in one direction towards infinity. As we rotate

beyond parallelism, the intersection point pops up on the other side of the

line, moving in the same direction as before. In this respect the two added

points act like one ordinary point. To see this more clearly, consider in R
2

a line and a fixed point P on it. Rotate a second line about a pointQ ¤ P .

Figure 2.3 depicts the intersection point moving in a uniform direction and

passing P .

P

Q

FIGURE 2.3.

The solution to our conundrum: agree that it’s really just one point at in-

finity. In the disk, therefore, identify the two added points and call any line

with the adjoined point at infinity the projective completion of the line. Do-

ing this for all pairs of antipodal boundary points of the open disk forms a

closed disk with each pair of antipodal boundary points identified. This con-

struction is similar to creating a Möbius strip or torus by gluing together, or

identifying, appropriate edges of a rectangle. A closed disk with antipodal

boundary points identified and supplied with the topology to be given in

Definition 2.2 on p. 37 is the disk model of the real projective plane P
2.R/.

We’ll see that topologically, the projective completion of any line is a

loop. Importantly, all the identified antipodal points form a loop, too. Fur-
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thermore, this loop intersects any other projectively completed line in a sin-

gle point at infinity. These facts lead to this definition.

Definition 2.1. The boundary of the disk with antipodal points identified is

called the line at infinity of P
2.R/.

From this it is not hard to prove our first nice theorem:

Theorem 2.1. Any two different lines of P
2.R/ intersect in exactly one

point.

Note that this theorem holds even when one line happens to be the line

at infinity.

2.2 Examples

Here are some examples of images of some algebraic curves in our disk

model.

Example 2.1. Figure 2.4 depicts the image of the parabola y2
D x under

the shrinking map in (2.1) on p. 31. Begin by parametrizing the parabola by

f x D t2; y D t g, then divide both x and y by
p

x2
C y2

C 1 to obtain the

parametrization of the disk image:

�

x D
t2

p

t4 C t2 C 1
; y D

t
p

t4 C t2 C 1

�

:

The added point at infinity completes the image to a closed loop. The

y

x

FIGURE 2.4.

picture also shows the point .�1; 0/ that is identified to .1; 0/. Rotate the

curve-plus-point in Figure 2.4 counterclockwise 90ı about the origin to get

the disk image of y D x2.



“master” — 2011/6/15 — 17:34 — page 34 — #50
i

i

i

i

i

i

i

i

34 2. Points at Infinity

Example 2.2. We can apply the same technique to parametrizations of other

curves to draw their disk model images. Figure 2.5 shows the disk model of

the cusp curve y2
D x3 parametrized by f x D t2; y D t3 g, as well as the

alpha curve y2
D x2.xC1/ parametrized by f x D t2�1; y D t.t2�1/ g.

In each, the antipodal boundary points .0; 1/ and .0;�1/ of the disk are

y

x

y

x

FIGURE 2.5.

identified, making the cusp image a topological loop and the alpha curve

image a topological figure 8.

Example 2.3. The phenomenon of the ends closing up in P
2.R/ also holds

for polynomial graphs y D p.x/. Figure 2.6 shows the image of an odd-

degree polynomial.

y

x

FIGURE 2.6.

The image in P
2.R/ of any polynomial y D p.x/ with real coefficients

is a topological loop.

Example 2.4. The shrinking of R
2 under the map can lead to surprises.

Figure 2.7 depicts the images of the four square hyperbolas x2
�y2

D c2
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y

x

FIGURE 2.7.

for c2
D :175; :5; 1; 2: The nature of the shrinking causes the image of

x2
� y2

D 1 to appear as two vertical line segments. For any c > 1 the

branches of x2
� y2

D c2 bow outward. The two line segments of slope

˙1 are the common asymptotes to the hyperbolas for all c2. In the disk

model, when c2
D 1 or 2, they don’t seem to act like asymptotes — that

is, “tangent at infinity.” Angles are not preserved under the shrinking map,

and at infinity the notion of distance itself breaks down, so the metric notion

of asymptotic may not look the way we expect. Any hyperbola in the disk

P
2.R/ forms a closed loop in the natural topology that we’ll introduce in a

moment.

2.3 A Basic Picture

The picture in Figure 2.8 accomplishes several things:

� Out of the many ways one could map R
2 to the open unit disk, the

picture will motivate our particular choice.

� It will lead to a symmetric definition of P
2.R/.

� It will make it easy to define a natural topology on P
2.R/.

� The picture will provide a way to recenter at infinity, permitting a

detailed look at how curves behave there.

� It will lead to a vector space definition of P
2.R/which will then allow

us to generalize easily to P
n.R/ and P

n.C/.

Figure 2.8 shows the unit sphere centered at the origin of R
3 and the

plane z D 1 parallel to the (x; y) -plane. The picture reveals the geometry

behind the shrinking function’s formula. Start at any point .x; y/ 2 R
2,

project it vertically to (x; y; 1) in the plane z D 1, then radially to the

sphere, and then drop down to the (x; y) -plane, landing at
.x;y/

p

x2Cy2C1
,
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( x , y)

( x , y ,1)

( x , y)

2 2
,

x y+ + 1

( x , y, 1)

2 2
,

x y+ + 1

x

y
=

=

start

end

FIGURE 2.8.

which is inside the unit disk. This geometric way of looking at the shrinking

map leads to a basic observation. A line in the (x; y) -plane projects up to a

line in the plane z D 1, which together with .0; 0; 0/ 2 R
3 defines a plane

through .0; 0; 0/, and that in turn intersects the upper hemisphere in the top

half of a great circle. So the disk image of a typical line is the projection of

a great semicircle on the hemisphere. In a plane, the projected image of a

circle is an ellipse, fitting in with our earlier observation that the image in

the disk of the two lines y D ˙a determines an ellipse.

Vertical projection defines a 1:1-onto map between the disk model and

the hemisphere model of the real projective plane: the upper hemisphere

with opposite equatorial points identified. That’s just a step away from look-

ing at P
2.R/ as the entire sphere in which each pair of antipodal points is

identified to a point. This is the sphere model of the real projective plane

and is beautifully symmetric, but we can go still further and eliminate the

arbitrariness in choosing a particular size of sphere radius. Instead of iden-

tifying a point-pair to a point, identify an entire 1-space to a point. (A 1-

space is any line through the origin.) That is, we regard points of P
2.R/ as

1-subspaces of R
3. In this way, the radius of a sphere centered at the origin

becomes irrelevant. P
2.R/ can be looked at as the set of all 1-subspaces of

R
3, and we call this the vector space model of the real projective plane.
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2.4 Basic Definitions

We have now met four different models of the real projective plane. In Def-

inition 2.2, we define a topology on each. For this, recall that a set of basic

open sets of R
3 can be taken to be the set of open balls there.

Definition 2.2.

� In the vector space model of P
2.R/, the points are the 1-subspaces of

R
3. A typical basic open set O for the natural topology on this model

consists of all 1-subspaces of R
3 intersecting any one open ball of R

3.

� The points of the sphere model of P
2.R/ can be taken as the antipodal

point pairs of a sphere S W x2
C y2

C z2
D 1 in R

3. A typical basic

open set for the natural topology on this model consists of all points of

S intersecting any one basic open set O in the vector space model.

� The points .x; y; z/ of the hemisphere model of P
2.R/ can be taken to

be those of S for which z � 0. A typical basic open set for the natural

topology on this model is the intersection of the hemisphere with a

basic open set of S.

� The points of the disk model of P
2.R/ can be taken to be the projec-

tions .x; y; z/! .x; y/ of points in the hemisphere model to points in

the disk x2
Cy2

� 1. A typical basic open set for the natural topology

on this model is the projection of a basic open set of the hemisphere.

We constructed P
2.R/ by adjoining points at infinity to the real plane to

further our aim of getting a “multiplication theorem.” To take advantage of

viewing the points of P
2.R/ as the 1-subspaces of R

3, we need to determine

what an algebraic curve C in R
2 looks like in this model, and how we then

add the points of infinity to the curve. Let’s start with a basic example, a

line L in R
2.

Example 2.5. Vertically lift a lineL in R
2 to a lineL0 in the plane z D 1 in

R
3. A point P in L0 determines a 1-space of R

3 through P , and therefore

a point in the vector space model of P
2.R/. The farther away P is from the

origin, the smaller the angle between the 1-space throughP and the .x; y/-

plane in R
3. For points of L0, this angle never quite reaches 0, so the set of

1-subspaces forms the plane through L0 and the origin of R
3, minus L. Of

course “the angle reaching 0” would mean that the 1-subspace is parallel

to the plane z D 1, which corresponds to P being at infinity. Adding this

line L then gives the entire plane through L0 and the origin of R
3. Thus, a

projective line in P
2.R/ is represented by a 2-space in R

3. This, together
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38 2. Points at Infinity

with what we’ve seen above, shows that in R
3, subspaces of dimension 1,

2 and 3 correspond in P
2.R/ to points, lines and all of P

2.R/. In fact, the

0-dimensional subspace of R
3 — the origin of R

3 — defines the empty set

in P
2.R/, to which we assign dimension �1.

To sum up:

Subspaces of dimension n in R
3 correspond to objects of one

lower dimension in P
2.R/.

In topological terms, adding L to the union of the 1-subspaces through

L0 corresponds to taking the topological closure, with L0’s point at infinity

being the 1-subspaceL. We call this closure the homogenization ofL0 in R
3

and denote it by H.L0/; it’s homogeneous in the usual sense: if it contains

a nonorigin pointQ, then the 1-subspace containingQ is in it, too.

The concept of homogeneous set has an algebraic counterpart. A ho-

mogeneous polynomial is one in which all terms have the same degree. We

can homogenize a nonhomogeneous polynomial such as .x � 1/2 C y2
� 4

to get a homogeneous polynomial in x; y; z of degree two. One method:

expand the polynomial to x2
� 2x C 1C y2

� 4 and then pack each term

with whatever power of z is needed to make the polynomial homogeneous,

obtaining in this case x2
�2xzCz2

Cy2
�4z2. An equivalent method: pack

the factors directly: .x � z/2 C y2
� 4z2. The set-theoretic and algebraic

notions of homogeneous are connected through the following.

Theorem 2.2. The zero set in R
n of a homogeneous polynomial is homo-

geneous. If a homogeneous set in R
n is the zero set of a polynomial, then

the polynomial is homogeneous.

For a slightly more general statement and its proof, see [Kendig 2], Chapter

II, Theorem 2.6.

Example 2.6. Let C be a curve defined by a polynomial of degree two.

Lifting C in the .x; y/-plane to the plane z D 1, passing 1-spaces through

each point and then taking the topological closure is a visual way to ho-

mogenize C . Doing this to the circle C defined by .x � 1/2 C y2
� 4, for

example. produces the cone illustrated in Figure 2.9. The cone is the zero

set of the homogenization of .x � 1/2 C y2
� 4. We can rewrite the cone’s

equation as x2
� 2xz C y2

D 3z2, the equation being homogeneous in the

obvious sense.

Modeling P
2.R/ either as a sphere with antipodal points identified, or

as the 1-subspaces of R
3 has another important consequence: the equator
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x

y

z = 1 (0,0,1)

x

C‘

x

z C

FIGURE 2.9.

no longer plays a special role. This will allow us to recenter anywhere in

the projective plane, even at a point at infinity. Recentering at any point P

in the projective plane allows us to write the equation of the curve so that

P is the new origin, which will let us see in a precise way the behavior of

the curve there. This will enable better and more complete bookkeeping and

will bring us a step closer to eliminating exceptions and keeping alive the

promise of a general multiplication theorem that would count the number

of intersection points of two curves.

Example 2.7. We can illustrate this recentering idea using Figure 2.9. The

circle C 0 generates the cone, and we can think of the cone as a global rep-

resentation of the circle in P
2.R/. We could slice the cone with the affine

plane or viewing screen z D 1 to get the circle again, but there’s no special

reason to select z D 1 as the screen. We could just as well choose any other

plane not passing through the origin of R
3. As we choose various view-

ing screens this way, we encounter a variety of conic sections — circles,

ellipses, parabolas and hyperbolas. In each case we can choose new coordi-

nates .x; y; z/ 2 R
3 so that the slicing plane has equation z D 1. If we then

homogenize as before, we end up with the original cone.

Already the R
3 model has shown a remarkable power to unify. All el-

lipses, parabolas and hyperbolas are simply different views of one and the

same projective object. In any viewing screen, the conic section is an affine

curve. The “global” view, the cone in R
3 thought of as a curve in P

2.R/, is

a projective curve. Let’s make some official definitions.

Definition 2.3. In any real plane with coordinates .x; y/, if the zero set of
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40 2. Points at Infinity

a polynomial p.x; y/ defines a curve C in R
2, then C is called a real affine

plane curve or an affine curve in R
2. The homogenization p.x; y; z/ of

p.x; y/ defines a homogeneous zero set in R
3, and the 1-subspaces this set

— points in P
2.R/— comprise a real projective plane curve or a projective

curve in P
2.R/. It is called the projective completion of C in R

2.

2.5 Further Examples

In Figure 2.9 the affine viewing screen is z D 1 and the points at infinity

in it are the 1-subspaces of the plane z D 0. From the dimension-lowering

observation made on p. 38, this plane, a 2-subspace of R
3, corresponds to

a projective line so all points at infinity form a line in P
2.R/. The choice

z D 1 was arbitrary. Any plane ax C by C cz D 1 can be regarded as a

viewing plane, and its points at infinity are the lines through the origin in

the 2-subspace ax C by C cz D 0. For every choice of plane in R
3, we

determine a corresponding line at infinity.

We can make our qualitative observations about viewing planes more

concrete by using equations.

Example 2.8. For the cone in Figure 2.9, we should be able to write, say,

the equation of the hyperbola in which the plane x D 1 intersects the cone.

Since we know the equation of the cone, this is easy: substitute x D 1 into

the cone’s equation .x � z/2C y2
D 4z2 to get .1� z/2C y2

D 4z2. This

can be rewritten in the standard form

.z C 1
3
/2

�

2
3

�2
�

y2

�

2p
3

�2
D 1 :

For a more arbitrary plane parametrized by degree one functions f; g; h as

f x D f .u; v/ ; y D g.u; v/ ; z D h.u; v/ g ;

substitute f .u; v/ ; g.u; v/ ; h.u; v/ in for x; y; z in the cone’s equation.

Example 2.9. Everything in the last few paragraphs directly generalizes to

any algebraic curve C , giving us a mechanism for obtaining the equation

of any algebraic curve in any viewing screen. Coupled with the formula

for shrinking the plane to a disk, we can track views of C in the disk

model of P
2.R/ as the viewing plane changes. For example, the pictures

in Figure 2.10 depict rotated views of the 2� 1 ellipse

x2

22
C

y2

12
D 1:
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V
2

V1

H

H

1

2

V V12

H

H

1

2

VV

H

H

1

2

1 2

ooP P

V V

H

H

1 2

1

2

V V

H

H

1 2

1

2

oo

V1 V2

H1

H2

FIGURE 2.10.

Its homogenization x2

22 C
y2

12 D z2 defines an elliptical cone through the

origin of R
3, and the original ellipse sits in the plane z D 1. The fundamen-

tal rectangle surrounding the ellipse extends to the horizontal linesH1 and

H2 defined by y D ˙1, and the vertical lines V1 and V2 given by x D �2.

Our method allows us to follow the view of the ellipse and these four lines
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as the viewing plane, always tangent to the unit sphere, slides along a great

circle. Figure 2.10 shows six stages of this morphing. These suggest how

the sequence continues, finally returning to the original view of the ellipse.

Since changing the viewing screen can take points at infinity and make

them finite, we can get equations in any viewing screen, allowing us to

analyze what happens around points that originally were at infinity.

Example 2.10. The cubic y D x3 illustrates the power of this method. Its

graph is unbounded, and the disk view on the left in Figure 2.11 depicts the

curve going through the point Q at the end of the y-axis. If we reposition

ourselves at this point, what do we see? To get the answer, form the homog-

enization yz2
D x3 and then dehomogenize at the plane y D 1 — that is,

set y D 1. This yields the equation z2
D x3, which defines a cusp. This

figure shows that the axes have switched around; the original line at infinity,

which we call the z-axis, has become the new horizontal axis.

y

x

z

x

z

y

P

P

P

Q

Q

Q

FIGURE 2.11.

Example 2.11. As another example, Figure 2.12 shows views of a rational

function’s graph — the kind typically encountered when learning to include

asymptotes in the graph’s sketch.

The rational function is y D 1
.x2�1/.x2�4/

, and its graph is an algebraic

curve since multiplying the equation by the denominator .x2
� 1/.x2

� 4/

produces a polynomial equation. The curve has four vertical asymptotes at

x D ˙1 and x D ˙2, and the x-axis is a fifth asymptote. The top picture

in Figure 2.12 depicts the real affine curve. The disk model of the curve

is depicted in the middle picture, and consists of four closed loops — the

three obvious ones as well as the left and right branches that connect at the



“master” — 2011/6/15 — 17:34 — page 43 — #59
i

i

i

i

i

i

i

i

2.5. Further Examples 43

x

y

y

x

z

x

FIGURE 2.12.

ends of the x-axis to make the fourth loop. Notice that the four dashed lines

in the original plane appear as two ellipses in the disk model. The curve’s

polynomial equation y.x2
� 1/.x2

� 4/ D 1 homogenizes to

y.x2
� z2/.x2

� 4z2/ D z5
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44 2. Points at Infinity

and dehomogenizes at y D 1 to

.x2
� z2/.x2

� 4z2/ D z5 :

Its zero set is depicted in the bottom picture. The point at infinity where the

four asymptotes meet has become the new origin, and the four dashed lines

represent four lines tangent to this curve at the origin. In this example we

see that the phrase “asymptotic means tangent at infinity” is literally true.
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CHAPTER 3

From Real to Complex

We have hinted several times at a multiplication theorem for two intersect-

ing algebraic curves, and it is now time to make a promise. In this chapter,

we state such a theorem and sketch its proof.

Looking at the parabola y D x2 and the line y D 1 suggests what

is needed to accomplish our aim. These curves have degree two and one,

and intersect in 2 � 1 points. As we parallel-translate the line downward, the

two points of intersection approach each other, and when the line coincides

with the x-axis, the points have coalesced, “piling up on each other” at the

origin. It is natural to count both intersection points, counting the origin

with multiplicity two. When the line is pushed further to y D �� (� > 0),

the curves’ intersection points are found from the solutions to y D x2 and

y D ��, and these are x D ˙i
p

�. The two intersection points are therefore

.Ci
p

� ; ��/ and .�i
p

� ; ��/. In the overall downward sweep, the two

intersection points begin as real and distinct, approach each other until they

meet, then continue as imaginary and distinct. This suggests that working

over C instead of R allows us to see and keep track of the intersections.

A parabola and line example tells us something else. Look at what hap-

pens to the intersection of the parabola y D x2 with the line y D mx as m

increases without bound. When m is finite, we see two points of intersec-

tion, but when the line becomes vertical, one point has escaped to infinity.

This suggests that using the plane C
2 in place of R

2 is still not good enough.

It appears that as in the real setting, we need to adjoin points at infinity to

C
2 to keep intersection points from leaving our universe. Fortunately our

definition of P
2.R/ as the set of all 1-subspaces of R

3 equipped with the

topology given in Definition 3.1 generalizes effortlessly.

45
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46 3. From Real to Complex

3.1 Definitions

Definition 3.1. As a set, P
2.C/ consists of the complex 1-subspaces of C

3.

A natural topology is defined by regarding C
3 as R

6 with open 6-balls as a

basis for the open sets of C
3. A basic open set of P

2.C/ consists of the set

of all complex 1-spaces of C
3 intersecting some one basic open set of C

3.

Notice that Definition 3.1 is analogous to the first part of Definition 2.2

on p. 37. The next definition is analogous to Definition 2.3.

Definition 3.2. Let C
2 have complex coordinates .x; y/. An affine curve

in C
2 is the zero set in C

2 of a nonconstant polynomial p.x; y/. The ho-

mogenization p.x; y; z/ of p.x; y/ defines a homogeneous zero set in C
3

consisting of complex 1-spaces. The complex 1-spaces of this set, regarded

as points in P
2.C/, comprise a complex projective plane curve or a projec-

tive curve in P
2.C/. The projective curve defined by the homogenization

of p.x; y/ is the projective completion of the affine curve C.p.x; y//. We

denote the affine curve by C.p/, and if no confusion can arise, we denote

its projective completion by C.p/, too. p.x; y/ is irreducible in CŒx; y� if

and only if its homogenization p.x; y; z/ is irreducible in CŒx; y; z�. In that

case, the affine and projective curves are called irreducible.

Comment 3.1. It can be shown that the projective completion of a com-

plex affine curve coincides with the topological closure of the affine curve

in P
2.C/. The real analog of this is not true because a real curve may have

isolated points at infinity. The topological closure of the real affine curve

would not include them, and the closure wouldn’t be a real projective alge-

braic curve. To get an example of this, look at the sketch in the second row,

second column of Figure 1.3 on p. 8, showing one isolated point. The equa-

tion y2
D x2.x�1/ puts this isolated point at the origin, and homogenizing

and dehomogenizing this at x D 1 yields the rational function z D 1
1Cy2

whose graph in R
2 is an algebraic curve, but whose topological closure in

P
2.R/ is not an algebraic curve there.

With the above definitions, we are now ready to address in earnest our

goal of a multiplication theorem. Suppose C1 and C2 are affine curves of

degree m and n, and that in R
2 they intersect in mn distinct points. As

we move the curves around or modify their equation coefficients without

changing their degrees, there are three ways themn points can escape good

bookkeeping:
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� They can escape from R
2 into C

2.

� They can escape to infinity.

� They can pile up on each other, forming points with multiplicity.

By choosing our universe to be P
2.C/, we’ll be able to deal successfully

with the first two of these. It remains to assign a multiplicity to each point

of intersection. We do this next.

3.2 The Idea of Multiplicity; Examples

We often first hear about multiplicity in a version of the Fundamental The-

orem of Algebra. One form of it says that any nonconstant monic poly-

nomial p.x/ 2 CŒx� factors into a product of deg.p/ monic linear factors,

p.x/ D
Q

.x�ai /
mi (ai 2 C), unique up to the order of factors. The expo-

nentmi is called the multiplicity of ai and is the total number of occurences

of .x � ai / in the factorization. This algebraic notion is often supplemented

by the geometric picture of a total of deg.p/ points ai in C, withmi points

piled up at each ai .

The Fundamental Theorem of Algebra can be translated into a statement

about two plane algebraic curves in C
2, revealing its close connection to

our subject. One curve is the graph in C
2 of y D p.x/ and the other is the

complex line y D 0. Consider this example:

Example 3.1. Let p.x/ D x2. Then p.x/ D
Q

.x � ai /
mi D .x � 0/2, so

the only zero is a D 0, and it occurs with multiplicity 2. The corresponding

two-curve picture consists of the parabola y D x2 and the x-axis. In R
2,

we can see this multiplicity in a more dynamic way, and it suggests a nat-

ural way to generalize intersection multiplicity to any two plane algebraic

curves. To introduce the idea, look at y D 0 as the limit of y D � (� > 0)

as � ! 0. The intersection of the parabola with y D � consists of the two

points .˙
p

�; �/, and as �! 0, they approach each other, coalescing at the

origin. Geometrically, we’ve taken the x-axis, translated it upward a bit and

then let it float back down to its original position. We could instead push

the line y D �� upward: there are two intersection points .˙i
p

�;��/ that

in the limit coalesce at the origin. In either case, we’ve perturbed the x-axis

slightly to separate the two “stuck-together” points where the parabola and

the x-axis intersect. This suggests that the multiplicity of this intersection

is the number of single points that flow together as the x-axis returns to its

original position.
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48 3. From Real to Complex

This simple example, though it’s in the real setting, nevertheless cap-

tures the heart of how we’ll arrive at a definition of intersection multiplic-

ity. In the next example we once again slightly perturb one curve to separate

stuck-together points.

Example 3.2. The two cusps y2
D x3 and y3

D x2 intersect at the origin.

What is the multiplicity of this intersection? We can translate either cusp to

get the picture in Figure 3.1.

FIGURE 3.1.

Near the origin we see two cusps intersecting in four points. As in the

parabola example, there’s a translation separating all stuck-together points

to make them individually visible in R
2. As in the parabola example, other

translations can yield intersection points with imaginary components, where

we see only two or none in R
2. What’s more, � could be a small complex

number. If we could easily envision C
2 with its four real dimensions, this

approach might offer a workable approach to counting points. But for us

three-dimensioneers, we need to supplement it with algebra for reliable re-

sults.

We begin the algebraic approach by looking at mi in the factorization

p.x/ D
Q

.x � ai /
mi in a slightly different light, as the order of p at ai .

Definition 3.3. The order of a polynomial p.x/ at a is the degree of the

initial term of p when expanded about a.

This extends Definition 1.2, on p. 23, and says that if

p.x/ D c0.x � a/
m
C c1.x � a/

mC1
C c2.x � a/

mC2
C � � � .c0 ¤ 0/ ;

then the order of p at a is m. To show that m is in fact the multiplicity of

the root a in the Fundamental Theorem, let’s simplify notation by assuming

coordinates have been chosen so that a D a1 D 0. The factorization then

reads p.x/ D xm1
Q

i>1.x � ai /
mi , where for all i > 1, ai ¤ 0. Therefore

the expansion of
Q

i>1.x � ai /
mi has a nonzero constant term c equal to
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Q

i>1.�ai /
mi . The lowest-degree term of xm1

Q

i>1.x�ai /
mi is then cxm1

.c 2 C n f0g/, so the order of p.x/ at any point a is the multiplicity of a as

a root.

When x is very small,
Q

i>1.x�ai /
mi stays close to c, so p.x/ remains

close to cxm. We look at the root 0 of p as the limit of intersections of the

graphs of y D p.x/ and y D � as � ! 0. From what we’ve just said,

cxm approximates p around 0. For our purposes we can take c D 1, since

the geometric effect of multiplying by c is expansion or contraction together

with rotation about the origin, none of which changes any relevant behavior.

Therefore we can calculate the multiplicity of the root 0 of p by looking at

the limit of the number of intersections of the graphs of y D xm and y D �

as �! 0.

This is easy enough. To find the intersection of the graphs of y D xm

and y D �, substitutey D � into y D xm, thus getting the equation � D xm.

This hasm solutions, �1=m times themth roots of unity, and we may look at

these m points as residing in the complex line y D �. As � goes from small

positive to zero, them intersections follow rays toward the origin enclosing

angles of 2�
m

. As � goes from zero to small negative, the intersections follow

rays away from the origin along the angle bisectors. Figure 3.2 illustrates

the idea form D 3.

FIGURE 3.2.

Importantly, � can be taken to be complex in the above. As � ! 0 by mul-

tiplying by ever smaller real scalars, Figure 3.2 changes by being rotated.

Continuously approaching 0 in fancier ways leads to fancier alternating “in”

and “out” paths, but the basic spirit of the figure remains the same. These

considerations suggest an algebraic way to define intersection multiplicity.

Let C1 and C2 be two curves intersecting at the origin. Suppose that C1 is

the zero set of F.x; y/, and that C2 has a 1:1 parametrization by polyno-
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50 3. From Real to Complex

mials, fx D p.t/; y D q.t/g, with the origin corresponding to t D 0. (A

parametrization by polynomials is special, but right now we’re just moti-

vating things.) If C1 is the x-axis and C2 is the parabola considered above,

we can use F.x; y/ D y and the parametrization fx D t; y D t2g. Or, in

the example of the two cusps, F.x; y/ can be y2
� x3 and the parametriza-

tion, fx D t3; y D t2g. As t fills out a small neighborhood of 0 in C, the

parametrization fills out the part of C2 within some neighborhood of .0; 0/

in C
2. This leads to a very consequential question:

What can be said about F .p.t/; q.t//?

The argument .p.t/; q.t// of F is constrained to lie on C2. Therefore

F .p.t/; q.t// is zero only when the point .p.t/; q.t// is on both C1 and

C2. We know .0; 0/ 2 C
2 is such a point, and it corresponds to t D 0.

Therefore the order of t in the polynomial F .p.t/; q.t// is some positive r .

Now let’s apply our “perturbation” philosophy by replacing F.x; y/ by

F.x; y/ � �. This changes the curve C1 to some QC1. Intuitively, � can be

chosen so small that within any neighborhood of .0; 0/ 2 C
2 our eyes can’t

see any difference between C1 and QC1. The � simply changes F ’s constant

term, so it changes the polynomial F .p.t/; q.t// to F .p.t/; q.t// � �.

The zero set of this can be looked at as the intersection of the graphs of

y D F.p.t/; q.t// and y D �. But we met this just a moment ago! This

intersection in C consists of r � 1 points coalescing to 0 2 C, the situa-

tion illustrated in Figure 3.2. So adding a small quantity to F perturbs C1,

separating any coalesced points, and the order of F .p.t/; q.t// tells us just

how many points on C1 \ C2 have coalesced at .0; 0/ 2 C
2.

Let’s see how this works for the two examples of the parabola-and-line

and the two cusps.

Example 3.3. Let the curves be the x-axis and parabola y D x2. Then

F.x; y/ D y defines the x-axis and a parametrization of the parabola is

fx D t; y D t2g. Then F .p.t/; q.t// D t2 which has order 2. The inter-

section multiplicity of the line and parabola is therefore 2.

Example 3.4. In the example of two cusps, let F.x; y/ D y2
� x3 define

one cusp and let fx D t3; y D t2g be a parametrization of the other. Then

F .p.t/; q.t// D .t2/2 � .t3/3 D t4 � t9, which has order 4. Thus the

perturbation depicted in Figure 3.1 does in fact separate all points at the

origin.
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Example 3.5. We can apply our method to a more subtle example in which

looking at perturbations in R
2 is of little help. Let C1 be the cusp y2

� x3

and C2, the cusp 4y2
� x3, shown on the left side of Figure 3.3. The x-axis

C
1

C2

C
1

C2
*

FIGURE 3.3.

is tangent to both curves at the origin because the line through .0; 0/ and

a point P ¤ .0; 0/ on either curve approaches the x-axis as P approaches

the origin along that curve. Therefore the two cusps are in a natural sense

mutually tangent at the origin, and such a “higher order of contact” usually

increases intersection multiplicity. But in R
2, translating either cusp yields

at most two points of intersection. For example, the picture on the right in

Figure 3.3 shows the effect on C2 of subtracting � D 0:001 from 4y2
� x3.

Any such perturbation produces at most two separated points near the origin

in R
2. It is in C

2 that the higher multiplicity due to tangency reveals itself.

These perturbations split the cusps’ intersection into six separate points in

C
2. The algebraic approach reflects this:C1 is defined by F D y2

�x3 and

a parametrization of C2 D C.4y2
� x3/ is fx D t2; y D t3

2
g. Therefore

F.p.t/; q.t// D
�

t3

2

�2

� .t2/3 D �3
4
t6; which has order 6.

In finding the intersection multiplicity in Examples 3.3 through 3.5 we

always chose to parametrize C2. It turns out we could equally well have

chosen to parametrize C1. This essentially says that multiplicity is well-

defined. Let’s check this in each case.

Example 3.6. For the x-axis and parabola y D x2, let F.x; y/ D y � x2

and parametrize the line by fx D t; y D 0g. Then F.t; 0/ D t2. At .0; 0/

this has order 2 and therefore the intersection multiplicity is 2 there.

Example 3.7. For the two cusps in Example 3.4, let F.x; y/ D y3
�x2 and

parametrize the other cusp by fx D t2; y D t3g. Then F.t2; t3/ D t9 � t4,

so the cusps’ intersection multiplicity at the origin is again 4.
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52 3. From Real to Complex

Example 3.8. For the two tangent cusps in Example 3.5, let F.x; y/ be

4y2
� x3 and parametrize the other cusp by fx D t2; y D t3g. Then

F.t2 ; t3/ D 4t6 � t6 D 3t6, so the two tangent cusps’ intersection multi-

plicity at the origin is 6.

3.3 A Reality Check

We assumed in the last section that within some neighborhood of the ori-

gin, one of the curves has a 1:1 parametrization fx D p.t/; y D q.t/g

with p; q polynomials. This assumption is quite special. For one thing, it

may take more than one parametrization to describe the curve. For exam-

ple, the curve y2
� x2

D 0 defines two lines through the origin, and each

requires a parametrization: fx D t; y D tg for the line of slope 1, and

fx D t; y D �tg for the line of slope �1. Also, it may not be possible to

choose p and q to be polynomials.

Example 3.9. The real part of the alpha curve y2
D x2.x C 1/ near the

origin of C
2 is depicted in Figure 3.4.

x

y

FIGURE 3.4.

Solving for y gives y D x
p

x C 1 and y D �x
p

x C 1. Expanding x
p

x C 1

in a Maclaurin series gives

f .x/ D x C
1

2
x2
�

1

8
x3
C

1

16
x4
�

5

128
x5
C

7

256
� � � � ;

valid throughout some open disk in C centered at x D 0. The part in

Figure 3.4 is then given by the two parametrizations fx D t; y D ˙f .t/g.

The part filled out by each parametrization as t fills out the disk is called an

analytic branch of the curve through the origin. The alpha curve therefore

has two analytic branches through .0; 0/. If P is any point of a curve, we
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3.3. A Reality Check 53

may translate coordinates to make P the origin, so we may speak of ana-

lytic branches of a curve through any of its points. We often call an analytic

branch simply a branch.

Example 3.10. What happens if we change the alpha curve’s equation

y2
D x2.x C 1/ to y2

D x.x C 1/? This defines a hyperbola, and since

y D ˙x
1
2

p

x C 1, its right branch is tangent to the y-axis at the origin. The

Maclaurin series for y D
p

x C 1 multiplied by x
1
2 yields the “fractional-

power series”

x
1
2 C

1

2
x

3
2 �

1

8
x

5
2 C

1

16
x

7
2 � � � � :

It leads to a parametrization just as easily as an ordinary power series does:

simply set t D x
1
2 to obtain a parametrization about the origin:

�

x D t2; y D t C
1

2
t3 �

1

8
t5 C

1

16
t7 � � � �

�

:

Altering y2
D x.x C 1/ to, say, y6

D x11.x C 1/3 leads in a similar way

to a fractional power series

x
11
6 C

1

2
x

17
6 �

1

8
x

23
6 C

1

16
x

29
6 � � � � ;

and setting t D x
1
6 yields the parametrization

�

x D t6; y D t11
C

1

2
t17
�

1

8
t23
C

1

16
t29
� � � �

�

:

We arrived at the above parametrizations by solving for y, and the

solutions actually amount to a factorization. That is, y2
� x.x C 1/ factors

into the product
�

y �
p

x.x C 1/
�

�

�

y C
p

x.x C 1/
�

, and within a suf-

ficiently small disk this factorization can be written as

�

y �

�

x
1
2 C

1

2
x

3
2 �

1

8
x

5
2 C � � � /

���

y C

�

x
1
2 C

1

2
x

3
2 �

1

8
x

5
2 C � � � /

��

:

Remarkably, factoring polynomials using fractional power series in this

way holds more generally, and since each factor can be converted to a

parametrization, factoring is the key to analyzing the local behavior of plane

algebraic curves in C. We now turn to this central result.
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3.4 A Factorization Theorem for

Polynomials in CŒx; y�

We begin with a few assumptions. Let p.x; y/ be a polynomial in CŒx; y�

of degree n � 1 in y. Choose coordinates so that p has the form

yn
C p1.x/y

n�1
C � � � C pn.x/

with pi 2 CŒx�. We can always do this, because if p isn’t already of this

form, then apply a linear shear sending x to x C �y, with � 2 R nonzero

and small. This makes the coefficient of yn a nonzero polynomial in �, say

Qp.�/. Choose �0 so that Qp.�0/ ¤ 0, and then divide p by Qp.�0/.

Comment 3.2. For future reference, we note that �0 may be chosen to work

simultaneously for two polynomialsp; q of degree m and n: under xC �y,

the coefficients of ym and yn are polynomials in �, say Qp.�/ and Qq.�/.

Choose �0 so that Qp.�0/ and Qq.�0/ are both nonzero, then dividep by Qp.�0/

and q by Qq.�0/.

Let fi denote a function that is complex-analytic in a neighborhood

of 0 2 C. Let x
1
r be a symbol satisfying .x

1
r /s D x

s
r , with x

1
1 D x,

and assume these symbols have the expected algebraic properties. We state

without proof this factorization theorem.

Theorem 3.1. There exists a unique set of fi and associated positive inte-

gers ri such that for all x in some neighborhood of 0 2 C,

yn
C p1.x/y

n�1
C � � � C pn.x/ D

n
Y

iD1

�

y � fi .x
1
ri /
�

: .3:1/

Comment 3.3. There are two principal approaches to proving this theo-

rem. One way establishes the existence of the factorization, but doesn’t

provide a method of constructing the factors. An example of this is found

in Chapter 13 of [Picard], Vol II; the proof uses complex-analytic argu-

ments. Another approach, considerably longer and more involved, provides

an algorithm for producing the factors. A proof of this type is found in

Chapter IV of [Walker] and uses the Newton polygon. This polygon is con-

structed by plotting i versus the order of pi .x/ at x D 0. This defines a

set of lattice points in the first quadrant of Z � Z, and we form the set’s

convex hull, the boundary of which is the Newton polygon. Information

about the sides of this polygon leads to values for ri . Once these are found,
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the coefficients ci in
P

i cix
1
ri can be determined using substitution. This

can be time-consuming, but there are routines in packages like Maple and

Mathematica that automatically compute the fractional-power series to any

desired degree of accuracy.

3.5 Local Parametrizations of a Plane

Algebraic Curve

Let p.x; y/ define an algebraic curve C in C
2, and let P be any point of C .

Suppose coordinates in C
2 have been chosen so that P is the origin and so

that p.x; y/ has the form yn
C p1.x/y

n�1
C � � � C pn.x/. By (3.1) we can

write

p.x; y/ D

n
Y

iD1

�

y � fi .x
1
ri /
�

:

Since .0; 0/ 2 C , at least one of the fi must have positive order at 0 —

that is, the lowest power of x
1
ri in fi is positive. Assume indices have been

chosen so that f1; : : : ; fs .0 < s � n/ are those fi with positive order at

0. A parametrization .tri ; fi .t// is associated with each factor, and these

define all the branches of C through .0; 0/ 2 C
2.

For the alpha curve in Example 3.9 on p. 52, we obtained two parametri-

zations and two associated branches through the origin. In each case the

fractional power series in the factorization is an ordinary integral power

series. The next example tells an important story.

Example 3.11. The polynomial p.x; y/ D y2
� x3 defining a cusp curve

factors into .y � x
3
2 / � .y C x

3
2 /. Here r1 D r2 D 2. Each of f1 D x

3
2

and f2 D �x
3
2 has positive order at 0, so each defines a branch of the cusp

curve through the origin. But there is actually only one branch of the curve

through the origin! So although the factor .y � x
3
2 / defines the parametriza-

tion f x D t2; y D t3 g and .y C x
3
2 / defines a different parametrization

f x D t2; y D �t3 g, the same branch is filled out by each as t fills out a

neighborhood of C about 0. Now x
1
2 is determined only up to ˙1 — that

is, up to a second root of unity. More generally, x
1
ri is determined only up

to an ri th root of unity. The above factors group themselves in a natural

way into disjoint classes, each containing ri mutually conjugate roots, with

all conjugate roots defining the same branch. Therefore, in our factorization

we will encounter ri different fractional-power series, one in each of the
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variables

x
1
ri ; �x

1
ri ; �2x

1
ri ; : : : ; �ri�1x

1
ri ;

where � is a primitive ri th root of unity. Setting t D x
1
ri , we obtain a cor-

responding parametrization fx D tri ; y D f .t/g. The first part x D tri is

the same no matter which of the conjugates we choose. The choice of con-

jugate does affect the parametrization of y, but within some neighborhood

of .0; 0/ 2 C
2, all ri mutually associated parametrizations fill out the same

branch of the curve C .

3.6 Definition of Intersection

Multiplicity for Two Branches

Theorem 3.2. Let P be an isolated point in the intersection of two curves

C1 and C2 in C
2. Suppose coordinates in C

2 have been chosen so that P

is the origin, and suppose C1 and C2 are defined in these coordinates by

square-free polynomials p and q. Let the part of C1 near the origin be a

single analytic branch, and the same for C2, so that these parts have respec-

tive parametrizations f x D tri ; y D fi .t/ g and f x D tsj ; y D gj .t/ g.

Denote the order of a power series in t by o. Then

X

j

o
�

p.tsj ; gj .t//
�

D

X

i

o
�

q.tri ; fi.t//
�

: .3:2/

For a proof of this theorem see [Walker] Theorem 5.1, p. 109–110. We

make the following definition.

Definition 3.4. The common value in Theorem 3.2 is called the intersection

multiplicity of C1 and C2 at the origin.

Some intuition. Suppose the origin is a point of intersection of irreducible

curves C1 and C2 and let’s suppose we can see in four dimensions. Let S

be a small sphere x2
1Cx

2
2Cy

2
1Cy

2
1 D �

2 centered at the origin in R
4. For

� small enough, the sphere intersects C1 and C2 in two disjoint real loops

(closed curves), and these loops have a mutual linking number, the number

of times one curve winds around the other. This is a purely homotopic con-

cept, so keeping the loops disjoint, continuously deform C1 so it becomes

a circle. The linking number is easily visualized as the number of times C2

winds around that circle. The choice of makingC1 the circle is arbitrary, and

continuously reshapingC2 so it ends up as the circle then causes C1 to wind

around C2. The geometrical content of Equation (3.2) is this: These linking
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numbers are the same, and is the intersection multiplicity of C1 and C2 at

the origin. It is instructive to physically experiment with this using string.

Also, the command plot knots in Maple’s package with(algcurves); puts

slender-tube versions of both closed curves on the screen, and moving the

mouse easily changes their orientation, mimicking a physical model.

3.7 An Example

In this section we give an example in which geometric intuition in R
2 is of

little use. Instead, it showcases the power of the algebraic approach.

Example 3.12. The part of C1 D C
�

x6
� x2y3

� y5
�

in R
2 appears in

Figure 3.5 as the more heavily drawn curve. It looks everywhere smooth,

1

2

C

C

FIGURE 3.5.

but in C
2
D R

4 we’d see three different branches (think of small disks)

of C1 passing through the origin. Topologically, in some neighborhood of

the origin, we’d see the three disks touching in just the origin. In R
2 only

one of these branches appears as a curve. Another disk is tangent to the

complex line y D ix, and the third is tangent to y D �ix. Both tangent

lines intersect the real plane in only the origin, and so do the associated

branches. That’s why looking at C1 is so misleading. Interchanging x and

y in p.x; y/ to get p.y; x/ reflects the real curve C1 about the line y D x,

producing the curve C2. It too is smooth in R
2, but not in C

2.

Because the curves resemble crossing parabolas, to the unsuspecting

they appear to intersect with multiplicity 1. However, open Maple’s alge-

braic curves library using the command with.algcurves/I and then invoke

the puiseux command. This produces these parametrizations of the three

branches of C1 through the origin of C
2:

�

x D t; y D i t C
1

2
t2 C

7i

8
t3 �

5

2
t4 C � � �

�

;
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�

x D t; y D �i t C
1

2
t2 �

7i

8
t3 �

5

2
t4 C � � �

�

;

�

x D t3; y D t4 �
1

3
t6 C

4

9
t8 �

65

81
t10
C � � �

�

: .3:3/

In the first two parametrizations, neglecting terms of order greater than 1

yields parametrizations of the complex lines y D ˙ix, each tangent to C1

at the origin. There are actually two other parametrizations conjugate to the

bottom parametrization (3.3), obtained by everywhere replacing t by t times

a third root of unity — that is, by t
�

�
1
2
C

i
p

3
2

�

or by t
�

�
1
2
�

i
p

3
2

�

. This

doesn’t affect the parametrization for x, but it does for y. The same branch

is filled out for any of the third roots of unity.

Successively substituting the three branch parametrizations of C1 into

C2’s defining polynomial p.y; x/ D y6
� y2x3

� x5 yields orders 6,

6, and 15 at the origin, giving a total intersection multiplicity there of

6C 6C 15 D 27. For almost all complex perturbations of the coefficients

of p.x; y/ and p.y; x/ defining perturbed curves QC1 and QC2, we’d see near

.0; 0/ 2 C
2 the following scene: 27 disks in QC1, each about a distinct in-

tersection point of QC1 \
QC2 near .0; 0/. Each of these 27 disks can be made

sufficiently small so that they’re mutually disjoint. We’d also see another 27

such disks in QC2 about those same 27 intersection points of QC1 \
QC2. These

54 disks intersect in pairs, each of the 27 disk-pairs touching at a different

one of the 27 intersection points separated by the perturbation.

3.8 Multiplicity at an Intersection

Point of Two Plane Algebraic Curves

Definition 3.4 applies to two intersecting analytic branches, but it is easy

to extend this definition to an intersection point of any two plane algebraic

curves. The basic idea is illustrated by this example: let the curve C1 be

m randomly-selected lines through the origin, and C2, n randomly-selected

lines through the origin. Due to the randomness, each line of C1 intersects

each line of C2 in one point, so there are mn points of C1 \ C2 piled up at

the origin. The following definition generalizes this.

Definition 3.5. Let P be an isolated point in the intersection of two curves

C1 and C2 in C
2. Suppose coordinates in C

2 have been chosen so that P

is the origin, and suppose C1 and C2 are defined in these coordinates by
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square-free polynomials p and q. Let the part of C1 near the origin consist

of branches B1;1; : : : ; B1;�, and the part of C2 near the origin consist of

branches B2;1; : : : ; B2;� . If B1;i intersectsB2;j with multiplicitymi;j , then

C1 and C2 intersect at the origin in multiplicity
P�;�

1;1 mi;j .

3.9 Intersection Multiplicity Without

Parametrizations

In geometrically defining the multiplicity of intersection of two curves at

a point P , the idea has been to slightly alter coefficients of one or both

defining polynomials in such a way that P splits up into as many sepa-

rate points as possible, and then count the separated points. As Example

3.12 shows, our limitations in four-dimensional visualization can make this

approach misleading and unreliable. The algebraic approach frees us from

such visual limitations, but can require considerable computation since it

involves breaking up one curve into parametrized branches through P and

substituting one from each conjugacy class into the polynomial defining the

other curve. The sum of the resulting orders for each substitution is then the

multiplicity of intersection at P .

To save work, it would be nice indeed if we could avoid splitting the

curve into branches through P , and somehow simply substitute one poly-

nomial directly into another, as we did when one curve is a line. It turns

out that the resultant does essentially this, thereby providing an elegant and

efficient way of handling intersection multiplicities. The key to understand-

ing how and why resultants can accomplish this seeming miracle comes

from an alternative way of defining them. We begin with some motivating

examples.

Example 3.13. Let C1 and C2 be the graphs of the polynomial functions

y D u1.x/ and y D v1.x/. The x-values for which the graphs inter-

sect are given by u1.x/ D v1.x/, so these x-values form the zero set of

u1.x/ � v1.x/. If we add more to the curve C1 by taking its union with the

graph of another polynomial function y D u2.x/, then the set of x-values

for which the new, larger C1 intersects C2 is just the union of the zero sets

of u1.x/ � v1.x/ and u2.x/ � v1.x/. This, in turn, is the zero set of the

product .u1.x/� v1.x// � .u2.x/� v1.x//. In a way similar to this, we see

that if C1 D [
m
iD1C.y � ui .x// and C2 D [

n
j D1C.y � vj .x//, then the set

of x-coordinates of the points where C1 and C2 intersect is the zero set of
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the product
m;n
Y

i;j D1

.ui .x/ � vj .x//:

Starting on p. 13, we explored some properties of the resultant. Impres-

sive though it was then, we are about to reveal its even greater powers.

Example 3.14. Consider againC1 D C.y�u1.x// andC2 D C.y�v1.x//

in Example 3.13. To eliminate y, take

resultant.y1
� u1.x/y

0; y1
� v1.x/y

0 ; y/

which is
ˇ

ˇ

ˇ

ˇ

1 �u1.x/

1 �v1.x/

ˇ

ˇ

ˇ

ˇ

D u1.x/ � v1.x/:

In this case, the resultant computes the difference, whose zeros are the

x-values above which C1 and C2 intersect. This isn’t too impressive just

yet, but try this on the larger version

C1 D C..y � u1.x// � .y � u2.x/// :

This curve is the zero set of .y � u1.x// � .y � u2.x//, and this product

expands to

1 � y2
� .u1.x/C u2.x// � y

1
C u1.x/ � u2.x/ � y

0:

The resultant with respect to y of this and the polynomial y�v1.x/ defining

C2 is

resultant
�

y2
� .u1.x/C u2.x//y

1
C u1.x/u2.x/y

0 ; .y � v1.x//; y
�

D

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

1 �.u1.x/C u2.x// u1.x/u2.x/

1 �v1.x/ 0

0 1 �v1.x/

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

:

This works out to precisely the product .u1.x/ � v1.x// � .u2.x/� v1.x//,

whose zero set is the set of x-values above which C1 and C2 intersect.

Remarkably, this extends to arbitrary finite products:

resultant

0

@

m
Y

iD1

�

y � ui .x/
�

;

n
Y

j D1

�

y � vj .x/
�

; y

1

A D

m;n
Y

i;j D1

�

ui .x/ � vj .x/
�

:
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For a proof, see [Walker], Theorem 10.10, p. 30. There is nothing in that

proof requiring that ui or vj be polynomials, and in fact they could just

as well be the fractional power series appearing in Theorem 3.1 on p. 54.

Thus, in appropriate coordinates, let p.x; y/ and q.x; y/ be monic in y

with degrees m and n. We may write

resultant.p.x; y/; q.x; y/; y/ D

resultant

0

@

m
Y

iD1

�

y � fi .x
1
ri /
�

;

n
Y

j D1

�

y � gj .x
1

sj /
�

; y

1

A ;

so the resultant is the product of mn factors

m;n
Y

i;j D1

�

fi .x
1
ri / � gj .x

1
sj /

�

: .3:4/

We can use these observations to simplify computing the multiplicity

of a point of intersection of two curves. Let C1 and C2 be curves defined

by polynomials p.x; y/ and q.x; y/ of degree m and n. Assume pq has no

repeated factors. (See Comment 3.4 on p. 63.) Choosep, q and coordinates

so that

� p.x; y/ has the form ym
C p1.x/y

m�1
C � � � C pm.x/,

� q.x; y/ has the form yn
C q1.x/y

n�1
C � � � C qn.x/,

� .0; 0/ 2 C1 \ C2,

� on the y-axis, .0; 0/ is the only point of C1 \ C2.

Theorem 3.1 on p. 54 tells us that p and q have the following unique

factorizations, with fi and gj analytic in a neighborhood of 0:

p.x; y/ D ym
C p1.x/y

m�1
C � � � C pm.x/ D

m
Y

iD1

�

y � fi .x
1
ri /
�

q.x; y/ D yn
C q1.x/y

n�1
C � � � C qn.x/ D

n
Y

j D1

�

y � gj .x
1

sj /

�

: .3:5/

Mutually conjugate factors in each product geometrically define one

and the same branch of C1 or C2, which may or may not go through the

origin. Since .0; 0/ 2 C1 \ C2, we know that the set of branches of C1

through .0; 0/ is nonempty and the same is true of C2. Let the factors of p
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corresponding to branches through the origin be indexed bym0, and the rest

of p’s factors indexed bym00. The factors indexed bym0 have positive order

at x D 0, while those indexed by m00 have order 0 at 0. Similarly, index the

factors of q by either n0 or by n00 according as their order at 0 is positive or

0.

Now we’re ready to let (3.4) do its magic. The product

resultant
�

p.x; y/ ; q.x; y/ ; y
�

D

m;n
Y

i;j D1

�

fi .x
1
ri / � gj .x

1
sj /

�

can be written in four parts:

Y

m0; n0

�

fi .x
1
ri / � gj .x

1
sj /

�

�

Y

m0; n00

�

fi .x
1
ri /� gj .x

1
sj /

�

�

Y

m00; n0

�

fi .x
1
ri / � gj .x

1
sj /

�

�

Y

m00; n00

�

fi .x
1
ri / � gj .x

1
sj /

�

:

The first product in the second line has order 0 at x D 0 because each

fi has no constant term, while each gj has a nonzero constant term, making

fi � gj have order 0. The same is true of the second product in that line.

In the third line, fi has a constant term, and so does gj . They can’t be the

same, for if they were, then fi .0/ D gj .0/ ¤ 0, and C1 and C2 would

share a point on the y-axis other than the origin, contrary to the way we

chose coordinates. Therefore the order of the product in the third line is 0.

That means the order at 0 of the resultant (the whole big product) is the

order of just the first line. Now each factor in the first line can be looked

at as the result of substituting y D fi .x
1
ri / into .y � gj .x

1
sj //. This sub-

stitution can also be written as q.x; fi .x
1
ri /, where for each i there are ri

conjugate factors. By summing orders, we see from (3.5) that the order of

x in resultant.p.x; y/ ; q.x; y/ ; y/ equals the multiplicity of intersection

of C1 and C2 at the origin.

We can phrase the last italicized statement slightly more generally as a

theorem:

Theorem 3.3. Let p; q 2 CŒx; y�. Supposepq has no repeated factors, and

assume coordinates .x; y/ have been selected so that above any x, there is
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at most one point of C.p/ \ C.q/. If .x0; y0/ 2 C.p/ \ C.q/, then the

multiplicity of intersection of C.p/ and C.q/ at .x0; y0/ is the order of

resultant
�

p.x; y/; q.x; y/; y
�

at x0.

Example 3.15. Let’s use the resultant to determine the intersection mul-

tiplicity at the origin of the two curves C1 D C.x6
� x2y3

� y5/ and

C2 D C.y
6
� y2x3

� x5/ shown in Figure 3.5 on p. 57. Entering

resultant.x6
� x2y3

� y5; y6
� y2x3

� x5; y/

into Maple gives

x27.x9
� 3x6

� 9x5
C 3x3

� 18x2
C 9x � 2/ :

Its order 27 agrees with what we found in Example 3.12.

Why, then, would we ever want to use parametrizations to compute in-

tersection multiplicity? It’s because they give the separate contributions of

each pair of branches — any branch of C1 through a point P with any

branch of C2 throughP — and there are times this information can be use-

ful. The resultant does not give that kind of detail, but it can greatly simplify

getting the total intersection multiplicity at a point.

3.10 Bézout’s theorem

Bézout’s theorem is the multiplication theorem we promised at the begin-

ning of this chapter, and is one of the cornerstones of our subject. Here’s

one formulation.

Theorem 3.4. (Bézout’s theorem) Suppose that homogeneous polynomi-

als p.x; y; z/ and q.x; y; z/ have degrees m and n, and that pq has no

repeated factors. Then in P
2.C/, C1 D C.p/ and C2 D C.q/ intersect in

mn points, counted with multiplicity.

Our sketch of its proof will make it clear that Bézout’s theorem can be

alternately phrased this way:

Theorem 3.4a. (Bézout’s theorem) Suppose that polynomialsp.x; y/ and

q.x; y/ have degrees m and n, and that pq has no repeated factors. Let C1

and C2 be the projective completions in P
2.C/ of C.p/ and C.q/. Then C1

and C2 intersect in mn points, counted with multiplicity.

Comment 3.4. In each version of this theorem, the condition that pq have

no repeated factors says two things:
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� p cannot have any repeated factors; likewise for q. To illustrate the

problem if they did, let p D x2 and q D y. The zero set C.x2/ is

merely the y-axis, which intersects the x-axis C.y/ in 1 point, not

2 � 1.

� p and q cannot share any common factor. To see the problem if they

did, let p D x.x C y/ and q D x.x � y/. In this case, C.p/ \

C.q/ contains the common component C.x/, the y-axis. Therefore

the curves intersect in infinitely many points, not 2 � 2.

� Also, notice that Bézout’s theorem implies that if C1 and C2 intersect

in more than mn points, then the condition on pq cannot hold. If the

degrees are m and n and neither polynomial has any repeated factors,

then p and q must share a nonconstant factor, meaning that C1 \ C2

includes a curve.

We’ll use the following lemma, important in its own right, in sketching

a proof of Bézout’s theorem.

Lemma 3.1. If C.p/ and C.q/ in P
2.C/ do not have a curve in common,

then C.p/ \ C.q/ consists of finitely many points.

Proof. Suppose to the contrary that there are infinitely many points in

C.p/ \C.q/. Then we could select a projective lineL in P
2.C/ off which

there are infinitely many points of C.p/ \ C.q/. Choose L as the line at

infinity of P
2.C/ and let .x; y/ be coordinates in the corresponding affine

plane. Let X be the finite set of values in the x-axis at which the polynomial

resultant.p; q; y/ vanishes. Let Y be the analogous set in the y-axis for

resultant.p; q; x/. The set X � Y is finite and C.p/\C.q/ is a subset of it.

In proving Bézout’s theorem, we will also use

Theorem 3.5. Suppose p.x; y; z/ is homogeneous of degree m, and that

q.x; y; z/ is homogeneous of degree n. Then

resultant
�

p.x; y; z/; q.x; y; z/; z/
�

is either 0 or homogeneous in x; y; z of degree mn.

Sketch of Proof. We will refer to Figure 1.7, so we reproduce it here:

Here, ai and bi are homogeneous in x, y of degree i , the resultant there-

fore being a polynomialR.x; y/. To show it’s homogeneous of degree mn,

replace x by tx and y by ty, givingR.tx; ty/. We want to show that this is
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a

a

b

b

0

0

0

0

a

a

m

m

b

b

n

n

b

b

1

1

a

a

1

1

0

0

0
0m  rows) (

n  rows) (

FIGURE 3.6.

tmnR.x; y/. The essential idea of the argument is easy to follow when we

run through a specific case such asm D 5 and n D 3. The general argument

follows exactly the same pattern. In our case, the .mCn/� .mCn/-matrix

is 8� 8, p.x; y; z/ is homogeneous of degree 5, and the powers introduced

in each of the three a-rows by the replacement are respectively t0; � � � ; t5.

Similarly, q.x; y; z/ is homogeneous of degree 3, and the powers introduced

in each of the five b-rows by the replacement are respectively t0; � � � ; t3. So

the replacement has multiplied the original matrix elementwise by the 8� 8

array in Figure 3.7.

t t t t t

t t t t t

t t t t t

t t t

t t t

t t t

t t t

t t t

1

1

1

1

1

1

1

1

2

2

2

2

2

2

2

2

3

3

3

3

3

3

3

3

4

4

4

5

5

5

FIGURE 3.7.

Doing this in fact means the original resultant has been multiplied by

tmn
D t15, but this is not obvious from the figure! However, we can make

the matrix much nicer by packing it with additional powers of t so that all

entries in any column become uniform, as in Figure 3.8. Figure 3.8 is ob-
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obtained from Figure 3.7 by multiplying the first n D 3 rows by 1, t and

t2, respectively — that is, by powers t0; : : : ; tn�1. The lastm D 5 rows are

multiplied by powers t0; : : : ; tm�1, respectively. We’ve therefore multiplied

t t t t t

t t t t t

t t t t

t t t

t t t

t t

t

t t

1

1

2

2

2

2

2

2

6

3

3

3

3

3

3

3

7

4

4

4

5

5

5

t 6

t

t

t

4

4

4

t 4

t

t

t

5

5

5 t 6

t 6

t 7

FIGURE 3.8.

the matrix in Figure 3.7 by t-powers totaling .1C2C3C4/C.1C2/ D 13:

�

1C � � � C .n � 1/
�

C

�

1C � � � C .m � 1/
�

D

.n � 1/n

2
C

.m � 1/m

2
:

And the columns of the matrix in Figure 3.8? Their powers add up to 28 —

that is to say,
.nCm�1/.nCm/

2
. Therefore the resultant R.tx; ty/ is R.x; y/

multiplied by t to the power 28� 13 D 15 D 5 � 3, or generally,

�

.nCm� 1/.nCm/

2

�

�

�

.n � 1/n

2
C

.m � 1/m

2

�

:

This last simplifies to mn. The sketch of the proof is therefore complete.

Sketch of a Proof of Bézout’s Theorem. We use the resultant. Since p

and q share no nonconstant factors, C1 and C2 share no common curve.

By Lemma 3.1, C1 \ C2 consists of finitely many points. Therefore there

is a line in P
2.C/ missing all the intersection points. Choose coordinates

.x; y; z/ so that y D 1 defines this line and so that

resultant
�

p.x; y; z/; q.x; y; z/; z/
�

;

which is a homogeneous polynomial in x and y of degree mn, has xmn

as a term. Now dehomogenize P
2.C/, p, q and the resultant with respect

to y. They are easily seen to have respective degrees m, n and mn. In the
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dehomogenized plane C
2, further choose .x; y/-coordinates so that no two

distinct intersection points lie on any line x D constant. By our choice of

coordinates, each zero of the resultant is the x-coordinate of exactly one

point P of C1 \C2. The order of the zero is the intersection multiplicity at

P , and the orders of the resultant at its zeros sum to its degree mn. There-

fore the sum of all the multiplicities of intersection points of C1 \ C2 is

mn.

Let’s look at some examples of Bézout’s theorem.

Example 3.16. Consider again the two curves in Figure 3.5 on p. 57,

C1 D C.x
6
� x2y3

� y5/ ; C2 D C.y
6
� y2x3

� x5/:

Bézout’s theorem tells us that C1 and C2 intersect in a total of 6 � 6 D 36

points. We can write resultant.x6
� x2y3

� y5; y6
� y2x3

� x5; y/ as

x27.x � 2/.x2
� x C 1/.x6

C 3x5
C 6x4

C 8x3
C 3x2

� 3xC 1/ :

The origin in C
2 accounts for 27 of the 36 points, and each of the other nine

lies above a zero of

.x � 2/.x2
� x C 1/.x6

C 3x5
C 6x4

C 8x3
C 3x2

� 3x C 1/ :

One point is .2; 2/, which we’d see by extending Figure 3.5 rightward a

little. Each of the other eight points has at least one non-real coordinate, so

are not seen in R
2.

Example 3.17. Let’s revisit Example 2.11 on p. 42, the rational function

y D 1
.x2�1/.x2�4/

. This can be written as the polynomial equation

y.x2
� 1/.x2

� 4/ D 1 ;

with three views of its algebraic curve C appearing in Figure 2.12 on p. 43.

Bézout’s theorem tells us that in P
2.C/, any projective line intersects the

projective curve C in five points, counted with multiplicity. Figure 3.9 shows

a series of seven lines L1; � � � ; L7. Let’s test the theorem by following the

history of the five intersection points.

For the line L1, all five intersection points are finite, real, and distinct.

As we rotate L1 to L2, we see in the bottom sketch that the leftmost inter-

section goes off to infinity and intersects the point of C there. This inter-

section is transverse (that is, the line isn’t tangent to the curve there), and
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x

y

x

y

L1

L2

L3

L5

L6

L7

L4

FIGURE 3.9.

the intersection multiplicity there is one. As L2 moves downward toward

L3, the two middle intersection points approach each other, becoming a

double point of intersection with L3 when y D 1
4

. The line still intersects

C transversally at P1, meaning the intersection multiplicity is one there,

so L2 intersects the curve in a total of five points. With further downward

translation, the double point separates into two points with conjugate imag-

inary x-coordinates that go to infinity as the line approaches the x-axis.

From Figure 3.9, we see that as L3 translates downward toward the x-axis,

the downward-moving line intersects C in two real points, and that these,

too, race towards infinity as the line approaches the x-axisD L4. Together

with the single point at infinity, this comes to five points, one always re-

maining at infinity and four others approaching it. When the line reaches

the x-axis itself, we see no points of intersection in the figure; all five are at
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the point at infinity of the x-axis, so C is tangent to the x-axis at its point at

infinity. We can see the real part of this tangential intersection by homog-

enizing and dehomogenizing at x D 1 to get z5
D y.1 � z2/.1 � 4z2/.

Figure 3.10 shows the curve around P1. The curve intersects the original

y

z

P8

FIGURE 3.10.

x-axis (now named the z-axis) at the new origin, and we can compute the

multiplicity by finding the resultant of the polynomials defining the view of

C and what is now the z-axis:

resultant.z5
� y.1 � z2/.1 � 4z2/; y; y/ D z5 :

This has order 5, so P1 indeed has multiplicity 5.

In Figure 3.9, as the moving horizontal line descends toward L5, the

point at infinity is now an intersection point of multiplicity 1. Two pairs of

conjugate points (which we don’t see) approach the two maximum points

of the \-shapes appearing in the figure. In L6 and L7, everything is real

and basically similar to L2 and L1.

3.11 Bézout’s theorem Generalizes the

Fundamental Theorem of Algebra

Geometrically, the Fundamental Theorem of Algebra can be looked at as

a theorem counting the number of intersection points of two very special

kinds of algebraic curves. One curve is the graph of a polynomial function

of x and the other curve is the x-axis. Bézout’s theorem is a far-reaching

generalization of this. Here’s a statement of the Fundamental Theorem of

Algebra that suggests its kinship with Bézout’s theorem:
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Theorem 3.6. Let p.x/ be a nonzero polynomial. Then in C
2, the curves

C1 D C.y �p.x// and C2 D C.y/ intersect in deg p �deg y (D degp � 1)

points, counted with multiplicity.

Notice that Theorem 3.6 is slightly more general than the algebraic state-

ment guaranteeing a zero of any nonconstant polynomial, because if the

polynomial p is a nonzero constant, its graph is a line not intersecting the

x-axis in C
2; p has degree 0, and its graph indeed intersects the x-axis in

deg p � deg y D 0 points in C
2.

We can gradually relax the restrictive nature of the two polynomials

defining the curvesC1 andC2 in Theorem 3.6, moving from the Fundamental

Theorem of Algebra to Bézout’s theorem.

� The x-axis in Theorem 3.6 can be looked at as a “test line” that reg-

isters the guaranteed number deg p of intersection points with C1 D

C.y � p.x//. Even without Bézout’s theorem, it’s easy to see that any

line y D mxC b can equally well serve as a test line picking up deg p

intersection points, as long as p.x/ ¤ mx C b. But what if m is1,

corresponding to a “vertical line” in C
2 ? Since in the Fundamental

Theorem of Algebra y D p.x/ defines a function in C
2, its graph sat-

isfies the vertical line test, so any such line x D constant intersects the

graph in one point. Here Bézout’s theorem comes to our aid, because it

tells us that in P
2.C/, the projective completions of any such line and

of C1 intersect in deg p points, counted with multiplicity. Figure 2.6

on p. 34 correctly suggests that this intersection point is at the end of

the y-axis. Bézout’s theorem tells us that the multiplicity of this inter-

section point is deg p � 1.

� There is one other candidate for a test line in P
2.C/— the line at infin-

ity. Of course the Fundamental Theorem of Algebra says nothing about

this, but Bézout’s theorem tells us this line can serve as a test line, too.

Homogenize y D p.x/ D a0x
n
C� � �Can and dehomogenize at y D 1

to get zn�1
D a0x

n
C � � � C an�1xz

n�1
C anz

n . Parametrizing the

line at infinity by fx D t; z D 0g and substituting into this dehomog-

enization gives 0 D tn, so in P
2.C/, the curve C1 D C.y � p.x//

intersects the line at infinity in one point of multiplicity n D degp.

� Bézout’s theorem allows us to replace any of the above test lines by

the graph of another polynomial y D q.x/ of degree, say, m. In

C
2, distinct graph-curves C1 D C.y � p.x// and C2 D C.y �

q.x// can be massaged into the traditional picture. That is, subtracting
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q.x/ from each of p.x/ and q.x/ produces a familiar-looking picture:

y D p.x/ � q.x/ intersecting the x-axis y D 0. Intersection points

correspond in the two pictures, so C1 and C2 intersect in deg.p � q/

points, counted with multiplicity. Usually this number isn’t deg p �

deg q, but the two graphs intersect at infinity in one point of multi-

plicitymn � deg.p � q/.

� To link with the full Bézout theorem, note that y � p.x/ and y � q.x/

are each two-variable polynomials of a special sort: the variables are

separated and y occurs only with degree 1. Assuming that p and q are

distinct (and monic) corresponds to assuming that .y � p/ � .y � q/

have no repeated factors. Notice that in massaging C1 D C.y �p.x//

and C2 D C.y�q.x// as above into the traditional picture, we arrived

at finding the zeros of p.x/ � q.x/. This difference is just

resultant.y � p.x /; y � q.x /; y/ D

ˇ

ˇ

ˇ

ˇ

1 �p.x/

1 �q.x/

ˇ

ˇ

ˇ

ˇ

D p.x / � q.x / :

Those special polynomialsy�p.x/ and y�q.x/ are replaced by more

general ones from CŒx; y� in the full Bézout theorem.

3.12 An Application of Bézout’s

theorem: Pascal’s theorem

Theorem 3.7. (Pascal’s theorem) Let C be an ellipse in P
2.R/, and let

P1; : : : ; P6 be six numbered points on C . (The point after P6 is P1.) For

each i D 1; : : : ; 6, successive points Pi ; PiC1 define the side of a hexagon

inscribed in C , as well as the projective line Li through these two points.

The projective line pairs extending opposite hexagon sides — that is,

fL1; L4g, fL2; L5g and fL3; L6g — each define a point of intersection,

as suggested by Figure 1.11 on p. 20. These three points of intersection lie

on a projective line.

Proof of Pascal’s theorem. The morphing sequence in Figure 1.12 on

p. 21 suggests the idea of the proof. In this sequence, there are three ˛s for

which the curve is reducible. When ˛ is 0 or 1 the curve is the union of three

lines and for some third ˛, the curve is an ellipse plus a line. It is this third ˛

that delivers the proof’s punch line, as we’ll see. The three pairs of lines in

Figure 1.11 generate the two triple-line curves: pick one line from each pair

and let their union be the triple-line curve C.p/; let C.q/ be the union of

the remaining three lines. Each of p and q is the product of three degree-1
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polynomials, so both are cubics. Importantly, for every ˛, .1 � ˛/p C ˛q

has degree three. (If p and q share a monomial of the same type xiy3�i for

some particular i , then since .1�˛/C˛ D 1, each .1�˛/pC˛q contains

this monomial. If p and q share no monomial of the same type, they cannot

cancel in .1 � ˛/p C ˛q, so this still contains a degree three monomial.)

Each line in C.p/ meets each line in C.q/ for a total of nine points of in-

tersection. Figure 1.12 on p. 21 shows intermediate curves passing through

all nine intersection points, as Property 1 on p. 19 guarantees. Property 2

says that for any point Q in the plane, there’s some curve .1 � ˛/p C ˛q

passing throughQ. Here’s the coup de grâce: ChooseQ to be a point on the

ellipse other thanP1; : : : ; P6. The corresponding blend curve now contains

seven points on the ellipse, while Bézout’s theorem says that the ellipse (a

quadratic) should intersect a blend curve (a cubic) in 2 � 3 D 6 points. Com-

ment 3.4 on p. 63 tells us that the intersection of the ellipse and blend curve

must include a curve. The ellipse is irreducible, so the blend curve must

include the ellipse. Therefore the blend curve, which has degree three, is

reducible and contains an ellipse (which has degree two), so the rest of the

blend curve must be a line. Property 1 tells us the three intersection points

lie on that line.

Comment 3.5.

� In proving Pascal’s theorem, we chose a point Q on the ellipse other

than P1; : : : ; P6, with Property 2 guaranteeing that for some ˛, the

curve .1�˛/pC˛q passes throughQ. A little thought shows that the

same ˛ works for every point on the ellipse. That is, had we chosen a

different Q on the ellipse, we’d still arrive at the same ˛ that makes

“the magic moment.”

� Since C is an ellipse in P
2.R/, in an affine view, C could be an ellipse,

parabola or hyperbola.

� Because Pascal’s theorem is projective, the theorem holds when two

opposite hexagon sides are parallel. In this case the projective lines

extending these sides meet at infinity. For a regular convex hexagon

inscribed in a circle, all three intersection points lie on the line at in-

finity.

� Although the six points are numbered, they can be assigned any posi-

tion on the ellipse. This means the hexagon may not be convex and its

unextended sides may intersect.
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� If two successive points are the same, then by a limiting process we can

define the side as that point, and the line extending it, the projective line

tangent to C at that point.

� The restriction to P
2.R/ is arbitrary — all results generalize in a nat-

ural way to P
2.C/.

� The proof may be rewritten slightly to cover degenerate conics such

as two lines. Also, a direct proof not using Bézout’s theorem is not

difficult. Pappus of Alexandria (ca 290–350 AD) discovered a theorem

of this sort, illustrated in Figure 3.11.

Theorem 3.8. (Pappus’ hexagon theorem) If the ordered vertices of a

hexagon alternately lie on two lines, then the three intersection points of the

extended opposite-side pairs are collinear.

1

2

3
5

6
4

FIGURE 3.11.
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CHAPTER 4

Topology of Algebraic

Curves in P
2.C/

4.1 Introduction

The gallery of real curves in Chapter 1 presented a wide range of behavior.

It was so wide, we were led to ask “Where are the nice theorems?” We’ve

already seen how broadening curves’ living space to P
2.C/ can lead to

more unified results, Bézout’s theorem in Chapter 3 being a prime example.

But what about those real curves we met in Chapter 1 having more than one

connected component? Or ones having mixed dimensions? Does working

in P
2.C/ perform its magic for cases like this?

Yes. In this chapter we’ll see that individual curves in P
2.C/ are gener-

ally much nicer and properties more predictable than their real counterparts.

For example, we will show that every algebraic curve in P
2.C/ is connected

and that every irreducible curve is orientable. These are powerful theorems

that help to smooth out the wrinkles in the real setting.

Most algebraic curves in C
2 or P

2.C/ are everywhere smooth. We will

make this more precise in the next chapter, but any polynomial of a given

degree with “randomly chosen” real or complex coefficients defines a real

2-manifold that is locally the graph of a smooth function. Such a curve

in P
2.C/ is therefore a closed manifold (a manifold having no boundary)

that is orientable and thus has a topological genus. Remarkably, the genus

depends only on the degree n of the defining polynomial:

g D
.n � 1/.n � 2/

2
:

A proof of this formula is sketched at the end of this chapter.

75
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The first big result of this chapter is that algebraic curves are connected.

We begin with some definitions.

4.2 Connectedness

Definition 4.1. A topological space is connected if it isn’t the disjoint union

of two nonempty open sets.

The topological space S can be a subset of a larger space T . It is easy to

check that the intersections of the open sets of T with S define a topology

on S which we say is inherited from T . For us, any algebraic curve has a

topology inherited from its ambient space, be it R
2, C

2, P
2.R/, or P

2.C/.

Example 4.1. Assign to the topological space S D Œ�1; �1
2
/[ Œ0; 1� in R

the topology inherited from the usual topology on R. Then in S the subset

Œ�1; �1
2
/ is open since it is S \ .�2; �1

4
/. Likewise, Œ0; 1� is open in S

since Œ0; 1� D S \ .�1
4
; 2/. S is therefore the union of two nonempty

open sets and thus is not connected. On the other hand, S�
D Œ�1; 1� is

connected, and breaking it into two pieces such as the disjoint union of the

nonempty sets Œ�1; 0/ [ Œ0; 1� means at least one of the pieces isn’t open.

Here Œ�1; 0/ is open in S� but Œ0; 1� is not.

Definition 4.2. A path in a topological space S is a continuous map from

the unit interval Œ0; 1� into S . The endpoints of any path are the images

in S of 0 and 1 under the continuous map, and we say the endpoints are

connected by the path.

Definition 4.3. A topological space S is pathwise connected if any two

points P , Q of S can be connected by a path.

Theorem 4.1. Any pathwise connected topological space is connected.

For a proof, see [M-S], Theorem 7.30, p. 225. Pathwise connectedness

is stronger than connectedness. For example, the closure in the real plane

of the graph of y D sin 1
x

(x > 0) is connected but not pathwise con-

nected. See [S-S], Section 4 for an informative discussion of various forms

of connectedness.
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4.3 Algebraic Curves are Connected

The major result in this section is

Theorem 4.2. Any algebraic curve in P
2.C/ is connected.

Our proof will actually show more — that any algebraic curve C.p/ in

P
2.C/ is pathwise connected.

We may assume the nonconstant polynomialp is irreducible, because if

Theorem 4.2 is true for p irreducible, then it’s true for p1p2, where p1; p2

are irreducible. This is because Bézout’s theorem implies that C.p1/ and

C.p2/ intersect in at least one point. Each curve C.pi / is pathwise con-

nected, so there’s a path from any point in C.p1/ to the intersection point,

and a path from that intersection point to any point in C.p2/. The two paths

together form a path from any point in C.p1/ to any point in C.p2/. An

induction argument then shows that pathwise connectedness of irreducible

curves implies pathwise connectedness of any curve.

Assuming now that p is irreducible, the proof comes down to showing

that for any two points P ,Q in C.p/, there is a path in C.p/ from P to

Q. Choose a projective line in P
2.C/ containing neither P nor Q and for

convenience, continue to denote by p and C.p/ the polynomial and curve

after dehomogenizing P
2.C/ with respect to this line; let C

2 be the corre-

sponding dehomogenization of P
2.C/. Choose coordinates in C

2 so that p

has the form

p.x; y/ D yn
C a1.x/y

n�1
C � � � C an.x/ :

Then over each point x2C there lie n points of C.p/. Some may be multi-

ple — in the language of intersection multiplicity, they’re where lines x D c

intersect C.p/ with multiplicity> 1. They will play a crucial role in creat-

ing a path from P to Q.

Algebraically, how do we locate these multiple points? An example

points the way: the unit circle in R
2 defined by p.x; y/ D x2

C y2
� 1.

This curve intersects the line x D 1 in a double point; likewise for the line

x D �1. These points are where the upper and lower semicircles meet, and

are where points on vertical lines x D c coalesce as c ! 1 or c ! �1.

The left vertical tangent line is the limit of secant lines through two points

coalescing to .�1; 0/; the right vertical tangent is the limit of secant lines

through two points coalescing .1; 0/. In algebraic terms, a tangent line is

vertical when the partial derivative py.x; y/ is zero. Now py .x; y/ D 2y
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which is zero when y D 0 — that is, at the points .1; 0/ and .�1; 0/ of the

circle. Similarly, for

p.x; y/ D yn
C a1.x/y

n�1
C � � � C an.x/

there are multiple points of intersection of C.p/ with the line x D c

whenever py .c; y/ D 0. Since a multiple point is where C.p/ and C.py /

intersect, it is once again the resultant that supplies essential information,

because resultant.p.x; y/; py .x; y/; y/ is zero at any point on the x-axis

above which there are intersection points of multiplicity> 1. In addition to

py .P / D 0, it may also happen that px.P / D 0. As we’ll see in the next

chapter, both derivatives vanishing at P is the criterion for P to be “singu-

lar,” meaning any line through P intersects the curve in multiplicity > 1.

The cross-point of the alpha curve is an example.

The polynomial

.�1/.
n
2/resultant

�

p.x; y/; py.x; y/; y
�

is called the discriminant of p.x; y/ with respect to y . We denote it by

Dy .p/ or sometimes by justD. When the discriminant polynomial is non-

constant, its zero set in the x-axis of C
2 consists of finitely many points,

which we call discriminant points. They are also the zero set in the x-axis

of

resultant
�

p.x; y/; py .x; y/; y
�

:

This zero set leaves out one important point: the point at infinity of the

x-axis. If we homogenize and dehomogenize so the original line at infinity

becomes the “vertical axis through the new origin,” it can happen that the

new affine curve has a discriminant point at the new origin. An example

is the parabola defined by y2
� x, because homogenizing this to y2

� xz

and dehomogenizing by setting x D 1 gives y2
� z, and this curve in fact

has a double point at the new origin. However, by rotating the .x; y; z/-

coordinates a bit before dehomogenizing, we can eliminate this problem.

We assume from now on in this chapter that p is irreducible

and that coordinates .x; y/ have been chosen so that all

discriminant points lie in the affine curve C D C.p.x; y//,

with p still having the form

yn
C a1.x/yn�1

C � � � C an.x/ : .4:1/

Here’s some intuition on how the discriminant arises in showing C D

C.p/ is connected. In Figure 4.1, P and Q depict two arbitrary points of
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P

Q

P( )p

Q( )p

C

FIGURE 4.1.

C . The aim is to find a path in C connecting P and Q, and to do this we

may need to climb “ramps.” Discriminant points take center stage because

the center of any ramp lies above some discriminant point. We climb a ramp

in somewhat the same way that we climb a spiral staircase to go from one

floor to the next in a building. Some readers may recognize this as winding

around a branch point of a covering of the Riemann sphere to get from one

sheet of the covering to another. In the circle example, there are two dis-

criminant points .˙1; 0/, and in C
2 the complex circle has ramps like those

in Figure 4.1 at these two points. Each ramp allows us to go between floors,

the upper semicircle being the real part of one floor, and the lower semicircle

the real part of the other. In the general case of a polynomialp.x; y/ having

the form in (4.1), there are n floors. Above any non-discriminant point in

the x-axis C there are n distinct points, like n points directly above each

other in successive floors of a building. The path sketched in Figure 4.1’s

complex x-axis depicts the shadow, or projection, of a journey in C from P

toQ; � depicts the projection along the complex y-axis of C
2 to the x-axis
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C. Starting on the floor containing P , we walk toward an available ramp,

then climb it to another floor. Once there, we walk toward another ramp,

climb it, then stroll over toQ. In general, we may need to use several ramps

to create a path connecting P and Q.

The centers of the ramps in Figure 4.1 are where the tangent is “verti-

cal,” in the sense that the equation of the tangent line doesn’t depend on y.

In climbing either ramp in the circle example, after making two 360ı turns,

we’re back on the original floor, the projected path winding twice about

the discriminant point. However, for a curve like y3
D x, vertical lines

approaching the origin intersect the curve in three coalescing points, and a

ramp would make three 360ı turns about the origin before connecting to the

original floor. For yn
D x, the ramp winds around n times. Topologically,

the top and bottom edges of the ramp are identified, so the ramp is seamless.

We could endlessly climb the ramp so that our shadow-point cycles round

and round a closed curve winding n times around the ramp’s discriminant

point. In the figure, the left ramp shows both top and bottom edges, which

are identified.

In general, we don’t get to choose the location of the ramps or how

many floors each staircase can access! That’s determined by p. Although

Figure 4.1 shows a path connecting P and Q, knowing only what we do at

this stage, it’s conceivable that there might not be enough staircases of the

right type and location to allow us to path-connect two arbitrary points P

and Q. For example in C
2, a small neighborhood of the cross point of the

alpha curve in C
2 consists of two topological disks touching at a point. So

in winding around either disk we remain on the same floor.

We carry out the proof by building upon the above topological ideas,

employing some classical complex analysis together with the assumption

that p is irreducible. Here are the concepts we’ll use:

Definition 4.4. Let f be a function complex analytic in a domain D, a

domain in C being any nonempty open connected set. Then the pair .f;D/

is called an analytic function element or simply a function element.

Definition 4.5. Let .f1;D1/ and .f2;D2/ be function elements such that

D1 \ D2 ¤ ; and such that f1 and f2 agree on D1 \ D2. These two

function elements are called direct analytic continuations of each other.

For a sequence of function elements

.f1;D1/; .f2;D2/; � � � ; .fm;Dm/

where successive function elements are direct analytic continuations of each
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other, any two function elements in this sequence are called analytic con-

tinuations of each other. The sequence of sets .D1; D2; � � � ;Dm/ with

Di \DiC1 ¤ ; (i D 1; � � � ; m� 1) is called a chain of sets

In C nfset of discriminant pointsg, suppose that a chain of sets fDi g

with fD1g D fDmg winds around a discriminant point. The initial function

element .f1;D1/ and the final function element .fm;D1/may be different:

f1 may not agree with fm on D1. In the circle example, for instance, walk-

ing once in a small circle around either ramp leads to a sign change. In R
2,

that amounts to going from one semicircle to the other. On the other hand,

walk in a tiny circle twice around either ramp, and then f1 will agree with

f3 on D1. Therefore, analytically continuing a function from one domain

to another depends on the chain; the resulting functions are not in general

uniquely determined.

We will use this far-reaching theorem:

Theorem 4.3. (Implicit Function Theorem) Let P 2 C
2. Suppose that

p.P / D 0 and that py.P / ¤ 0. Then within some sufficiently small neigh-

borhood of P , the solutions of p.x; y/ D 0 form the graph of a uniquely-

defined function y D f .x/ analytic in that neighborhood.

For proofs of this basic result in higher dimensions, see for example

[Fischer]. Appendix 3, pp. 193–196, [Griffiths], Chapter I, � 9, or [Whitney],

Appendix II � 3. This theorem is sometimes more fully referred to as the

Holomorphic Implicit Function Theorem.

We will also use this definition:

Definition 4.6. Suppose a topological space S is pathwise connected. Let

P and Q be any two points in S , and let 
1 and 
2 be any two paths in S

each havingP andQ as endpoints. If 
1 can be continuously deformed into


2, with all intermediate paths remaining in S , then S is simply connected.

Now that we’ve presented some basic concepts, results and geometric

motivation, let’s get down to brass tacks and actually prove thatC.p/ is con-

nected! Again, p.x; y/ is irreducible of degree n with the form and coordi-

nates assumed in (4.1) on p. 78. We begin by choosing any nondiscriminant

point in C — let’s call it a. Then

� There are n distinct points fa1; � � � ; ang of C.p/ above a.

� py .ai / ¤ 0, (i D 1; : : : ; n).

Therefore, by the Implicit Function Theorem,
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� For some sufficiently small open neighborhood U about a, the set

C.p/ \ ��1.U / consists of the disjoint union of n graphs of functions

f1 : : : ; fn complex analytic on U .

We next use analytic continuation to significantly increase the size of

U and of the disjoint analytic graphs lying above it. Here’s the idea. First,

Cnfset of discriminant pointsg isn’t simply connected unless the set of dis-

criminant points happens to be empty. But we can manufacture a region

that is simply connected by removing more than just discriminant points,

and then we can use analytic continuation to extend our n graphs, keeping

them disjoint. The larger set we remove is a non-self-intersecting polygonal

path � that includes the discriminant points as vertices and whose final side

is a ray. If necessary, add additional vertices so that the path misses �.P /

and �.Q/. Figure 4.2 shows an example. The heavy vertices denote dis-

criminant points. The empty-circle vertex was added to make the path miss

�.P /.

π(   )P

π(   )Q

FIGURE 4.2.

Because C n � is topologically an open disk with a radial line segment

removed (and therefore still a topological disk), it is a simply connected

region.

It follows from elementary complex analysis that since C n � is simply

connected, each function element .f1; U /; : : : ; .fn; U / extends to a func-

tion analytic on C n �. Let Fi denote the graph of fi extended in this way.

No graph Fi ever touches any other graph Fj because the n points above

each point of C n � are distinct. Thus the part of C.p/ over Cn� consists

of n disjoint “analytic sheets” F1; : : : ; Fn, each of which is topologically an

open disk and therefore pathwise connected.

Now let ci 2 C be any one of the discriminant points. Choose a small

circle in C about ci , and a point .x; y/ .x 2 C n �; y 2 Fi / above the cir-

cle. From this point, analytically continueC.p/ once around the circle, thus

reaching some Fj (which may be Fi ). This is reversible (just go around the

circle in the other direction), so the association Fi ! Fj is actually a per-

mutation of the n objects fF1; : : : ; Fng. Choosing any discriminant point ci

creates a permutation of the set fF1; : : : ; Fng. All these permutations gen-
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erate a group…, a subgroup of the symmetric group Sn of all permutations

on n objects.

Our aim is to connect arbitrary points P and Q in C.p/. From what

we’ve just said, and from the positions of �.P / and �.Q/ in Figure 4.2,

it’s clear that P lies in some Fi and Q in some Fj . If Fi D Fj , we’re done

since the sheet, being a topological disk, is pathwise connected. So assume

Fi ¤ Fj . We’ve learned that by continuing analytically around little circles

about discriminant points, we map from Fi to itself or to some other Fj .

The essential question is this: is the group … generated by all the above

permutations transitive on fF1; : : : ; Fng? That is, if we specify arbitrary Fi

and Fj , is there some combination of analytic continuations that will move

us from floor Fi to floor Fj ?

Under the action of …, the sheets fall into orbits O1; : : : ;Or . Now …

acting transitively on fF1; : : : ; Fng is the same as there being just one orbit

— that is, r D 1. We prove that r D 1 by assuming r > 1 and deriv-

ing a contradiction. Therefore, let’s say O1 D fF1; : : : ; Fsg, where s < n.

The Fi , thought of as functions, can be added and multiplied pointwise in

the usual way, so we can form elementary symmetric polynomials in them.

Each symmetric polynomial remains unchanged under any permutation of

the Fi , so each of them stays the same when we analytically continue it

around discriminant points. This means each symmetric polynomial can

be continued to all the discriminant points, thus becoming a meromorphic

function on the Riemann sphere. By standard complex function theory, a

function meromorphic on the Riemann sphere is a rational function. Fur-

thermore, up to sign, these elementary symmetric polynomials are the coef-

ficients of

.y � F1/.y � F2/ � � � .y � Fs/ : .4:2/

If we multiply all the rational-function coefficients by an lcm of their de-

nominators and divide by a gcd of their numerators, the expression in (4.2)

becomes a polynomial in both x and y (rather than merely analytic in

x). Call this polynomial q1.x; y/; its polynomial coefficients are relatively

prime. Note that the equation q1.x; y/ D 0 is satisfied by each of the func-

tions y D Fi .x/, (i D 1; : : : ; s).

At this stage we’ve associated a q1 2 CŒx; y� with the orbit O1. We

can, in a similar way, associate a qj 2 CŒx; y� with the orbit Oj , for each

j D 2; : : : ; r . Now form the product

q.x; y/ D q1.x; y/q2.x; y/ : : : qr.x; y/ :
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Since we’re assuming r > 1, this product has at least two factors, so q.x; y/

is reducible, has degree n, has relatively prime coefficients, and q.x; y/ D 0

is satisfied by every y D Fi .x/, for i D 1; : : : ; n.

This last means that q.x; y/ is a constant multiple of p.x; y/, so q is

irreducible. But because r > 1, we just said q.x; y/ is reducible! Thus

r > 1 leads to a contradiction, so we must have r D 1. That is, the group…

acting on fF1; : : : ; Fng generates a single orbit, meaning… acts transitively

on fF1; : : : ; Fng. We therefore can go from any floor to any other floor

by analytically continuing around discriminant points. Since each floor is

pathwise connected, C.p/ is pathwise connected, and therefore connected.

4.4 Orientable Two-Manifolds

Definition 4.7. A real two-manifold, or simply a two-manifold, is a connected

Hausdorff space having a countable base of open neighborhoods, each topo-

logically equivalent to an open disk of the Euclidean plane.

Definition 4.8. A topological disk in R
2 can be oriented, in that about each

of its points we can draw a small oriented topological loop in such a way

that all the loop orientations are consistent. If a two-manifold has a covering

by oriented open topological disks in such a way that orientations agree on

all intersections, then the manifold is called orientable. If in an orientable

two-manifold the assigned sense is always counterclockwise, then the man-

ifold has been given a positive orientation.If the assigned sense is always

clockwise, the manifold has been given a negative orientation.

Comment 4.1. An ordered basis .v1; v2/ of R
2 induces an orientation on

R
2 as follows: v1 can be rotated into v2 by either a counterclockwise or

clockwise rotation through an angle less than � . If it’s counterclockwise,

we say the basis defines a positive orientation on R
2; if clockwise, the basis

defines a negative orientation. Typically in linear algebra, a geometric no-

tion or statement has an algebraic counterpart, and vice-versa. In this case

the basis defines a nonsingular matrix V whose i th column is vi , and it can

be shown that detV is positive when the basis induces a positive orientation

and negative when the basis induces a negative orientation. For two ordered

bases .v1; v2/ and .w1; w2/ with matrices V and W , there’s a nonsingular

A so that W D AV ; .v1; v2/ and .w1; w2/ induce the same orientation if

and only if detA is positive.
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Example 4.2. An open disk, sphere, torus and punctured plane are all

examples of orientable two-manifolds. A Möbius strip with its boundary

points removed, a Klein bottle, and the real projective plane P
2.R/ are ex-

amples of non-orientable two-manifolds. Looking at P
2.R/ as a disk with

opposite points identified makes it easy to see why it isn’t orientable: in

Figure 4.3, start with a counterclockwise-oriented circle in the upper right

part of the disk and gradually push it across the boundary. Since the disk’s

antipodal points are identified, the arc emerging on the other side, after it

finally grows to a circle, has a clockwise orientation.

1
P

2P

1
P

2P

FIGURE 4.3.

Alongside the notion of orientability is orientation-preserving map, one

which maps any oriented loop to one having the same orientation. This idea

is important because a two-manifold is often constructed by gluing together

open sets so that the transition map linking any pair of overlapping sets

is continuous (or differentiable, or smooth, etc.). For example, consider the

Möbius stripM constructed from the product .0; 1/�Œ0; 10�of two intervals

by identifying the short sides after giving one of them a 180ı twist. We can

cover the region .0; 1/ � .0; 10/ with open unit squares, each given, say, a

counterclockwise orientation. In using a final open unit square S to cover

the short edge in the natural way, we see that M \ S minus the identified

edge consists of two open sets having opposite orientations. The transition

map between a pair of overlapping open sets must reverse orientation, so

the Möbius strip is not orientable. In a two-manifold covered by open sets,

if every transition map preserves orientation then the manifold can be given

a consistent orientation and is therefore orientable.
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4.5 Nonsingular Curves are

Two-Manifolds

Intuitively, a curve like a line or a nondegenerate conic is smooth every-

where, while the part of the real alpha curve in some neighborhood of the

crosspoint isn’t. The part of the complex alpha curve in some C
2-open

neighborhood of the crosspoint looks like two open disks touching at just

that one point. What about the origin of the cusp curve y2
D x3 ? Topolog-

ically, the part of the curve in a neighborhood of the origin is a disk, but in

C
2 it is contorted to the extent that in no rectangular coordinate system is

a part around the origin the graph of an analytic function. Notwithstanding,

at most points of any algebraic curve, the part of the curve about the point

is actually more than merely topologically smooth. The Implicit Function

Theorem tells us it is smooth in a complex analytic sense — at each of its

points .x; y/ it is locally the graph of a function complex-analytic at x 2 C.

The Implicit Function Theorem states a sufficient condition for a point

of C.p/ to be smooth, but that condition is not a necessary one. For ex-

ample, the parabola defined by p D x � y2 is smooth everywhere, but

py.0; 0/ isn’t defined, so the theorem yields no information there. However,

we could equally well state the theorem singling out x instead of y. In this

form the theorem would tell us that if p.0; 0/ D 0 and px.0; 0/ ¤ 0, then

the part of the parabola around the origin is the graph of a function from a

neighborhood of 0 in the complex y-axis to the complex x-axis. If at a point

of C.p/ at least one px and py is nonzero, we could apply one or the other

form of the theorem to conclude that at that point C.p/ is locally the graph

of a complex-analytic function, and therefore smooth in that stronger sense.

But we can’t do this for the cusp curve y2
D x3 since for p D y2

� x3,

both px and py are zero at the origin.

This leads us to the following basic definition.

Definition 4.9. Let p be irreducible. A curve C.p/ � C
2 is nonsingular

at .x0; y0/ if and only if p.x0; y0/ D 0 and at least one of px.x0; y0/ and

py .x0; y0/ is defined and nonzero. If C.p/ is nonsingular at each of its

points in C
2, then C.p/ is nonsingular as an affine curve. For a curve in the

complex projective plane, if each of its points if nonsingular in some affine

part, then we say the projective curve C is nonsingular.

We’ll use Definition 4.9 in the next section.



“master” — 2011/6/15 — 17:34 — page 87 — #103
i

i

i

i

i

i

i

i

4.6. Algebraic Curves are Orientable 87

4.6 Algebraic Curves are Orientable

The main fact we establish in this section is

Theorem 4.4. Any irreducible algebraic curve C � P
2.C/ is orientable.

We give the main ideas of a proof; details appear in [Kendig 2]. The

main task is establishing orientability for nonsingular curves; afterwards, it

will be easy to extend the theorem to arbitrary irreducible curves. There-

fore, assume for now that C is nonsingular. For any point P 2 C , choose

coordinates so that the part of C in some sufficiently small open neighbor-

hood of P is the graph in C �C of a complex analytic function. In Figure

4.4, F1 and F2 depict two overlapping graphs, and for i D 1; 2, �i denotes

F F

U U

1

21

2

1
2
f

f

U

f

F
1

F
2

x
1

x
2

i
y

2
i

y
1

FIGURE 4.4.

an invertible analytic map from the open set Ui of the complex plane to Fi .

� is the composition ��1
2 ı �1, where its domain is restricted to the inverse

image ofF1\F2 under �1. Regarding graphs F1 and F2 as typical overlap-

ping neighborhoods in a covering fUig of C , the question is, does � force

orientations on U1 and U2 to agree?

To decide, assume without loss of generality that the function maps ori-

gin to origin. Write x D x1C ix2, y D y1C iy2, as pictured in Figure 4.4.

Then � maps a point in U1 into U2 via �.x1; x2/ D .y1; y2/. For � > 0 let

v1 D .�; 0/; v2 D .0; �/ be an ordered basis of real .x1; x2/-space. Then

w1 D �.v1/; w2 D �.v2/ is an ordered basis of real .y1; y2/-space. Since

� is invertible and analytic, for � sufficiently small we can write

�

y1

y2

�

D J �

�

x1

x2

�

C arbitrarily small higher order terms;

where J is the nonsingular 2 � 2 Jacobian matrix
�

@yi

@xj

�

, (i; j D 1; 2).

From Comment 4.1 on p. 84, J preserves orientation if det.J / is positive.

So is it? Let’s compute:
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det.J / D det

 

@y1

@x1

@y1

@x2
@y2

@x1

@y2

@x2

!

D

@y1

@x1

�

@y2

@x2

�

@y1

@x2

�

@y2

@x1

:

Since � is analytic, the Cauchy-Riemann equations
@y1

@x1
D

@y2

@x2
and

@y1

@x2
D �

@y2

@x1
hold. Substituting gives

det.J / D

�

@y1

@x1

�2

C

�

@y1

@x2

�2

:

This is indeed positive, so � cannot reverse orientation. In a covering of

a nonsingular algebraic curve C by positively-oriented open sets, the tran-

sition functions can never reverse orientation, so the orientation on C is

consistent throughout. Therefore C is orientable.

Now suppose C.p/ has singular points, which means there are points

on C.p/ at which both
@p.x;y/

@x
and

@p.x;y/
@y

are zero. Since p is assumed

irreducible and each partial reduces the degree of p, the set of singular

points of C.p/ is a proper subset of C.p/. Therefore by Lemma 3.1 on

p. 64, the set of singular points is finite. If we remove these points from

C.p/, what remains is a real two-manifold, so our proof for a nonsingular

curve works for any curve with its singular points removed. At any singular

point P , in a sufficiently small neighborhood of it, the part of any branch

of C.p/ through the point is topologically an oriented open disk with the

one point P missing. The consistent orientation within this punctured disk

induces in a natural way an orientation at P consistent with the rest of the

manifold, so the entire curve in P
2.C/ is orientable.

4.7 The Genus Formula

In this section we sketch a proof of the following remarkable formula.

Theorem 4.5. Suppose an irreducible polynomialp.x; y/ of degree n defines

a nonsingular curve C � P
2.C/. The genus of C , as a closed orientable

two-manifold, is

g D
.n� 1/.n � 2/

2
:

To prove this, we begin by selecting coordinates in an advantageous

way. We use the same notation as in the proof of connectedness.
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� Choose coordinates as on p. 78, meaning that p has the form

p.x; y/ D yn
C a1.x/y

n�1
C � � � C an.x/ ;

and the point at infinity of the x-axis is not a discriminant point.

Above any discriminant point P there lies at least one point for which

the intersection with the line ��1.P / has multiplicity two or greater. We

want to insure that the multiplicity is in fact never more than two. Therefore:

� If necessary, apply a linear shear to linearly move the y-axis so that

in the new coordinates, this holds: above each discriminant pointP , among

the n intersection points of the curve with the line ��1.P /, exactly one

has multiplicity � 2 — all the others have multiplicity 1. In the real set-

ting, a small shear amounts to a tilt, and the idea in this case is depicted

in Figure 4.5. The two unbroken lines are parallel to the new y-axis, are

FIGURE 4.5.

tangent to the graph, and intersect the x-axis in distinct discriminant points.

� In shearing to move the y-axis but not the x-axis, Figure 4.5 suggests

that there are infinitely many small such shears, each ensuring that all dis-

criminant points are distinct. It turns out that for almost all of these changes

in the y-axis, the intersection of C.p/ with a tangent line parallel to the

new y-axis has multiplicity exactly two, rather than three or more. We as-

sume that coordinates have been chosen so this holds. Therefore in these

coordinates, just two points coalesce in determining the tangent line. The

“almost all” phrase sheds light on Figure 4.1, p. 79. It says that the ramps

there are typical, and that spiral staircases going up higher than those are

the exception. As an example, consider the cubic curve defined by y3
� x.

The tangent line at .0; 0/ is the y-axis, and substituting its parametrization

fx D 0; y D tg into y3
� x gives t3, which has order 3. Therefore that

tangent line intersects the curve in multiplicity 3, and the staircase winds

around one more time than either ramp Figure 4.1. But what about the in-

tersection multiplicity with the tangent line at other points of the cubic?
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To find out, let .a3; a/ (a ¤ 0) be any other point P of the cubic. For

convenience, define new coordinates by X D x � a3; Y D y � a so that

P is .0; 0/ in the .X; Y / system. The slope at P of the cubic is 1
3a2 , so the

tangent line can be parametrized by fX D 3a2t; Y D tg. Now substitute

this into y3
� x — that is, into .Y C a/3 � .X C a3/. After simplifying,

this becomes t3 C 3at2, which has order 2 except when a D 0. Therefore

except at one point, the tangent line of the cubic is defined by exactly two

coalescing points. Correspondingly, the intersection multiplicity is 2. This

gives the flavor of the general argument.

In the above coordinates (in which the point at infinity of the x-axis is

not a discriminant point) we know that above each point of

fC [1g n fset of discriminant pointsg

there lie exactly n points of C.p/, and that above each discriminant point

there lie exactly n � 1 points. Triangulate the topological sphere fC [1g,

and refine the triangulation until at most one discriminant point lies in the

interior of any triangle. Add edges from a discriminant point to its trian-

gle vertices so that the set of discriminant points becomes a subset of all

triangulation vertices. Then ��1 lifts the triangulation to a triangulation of

C.p/. Now all we need do is use Euler’s formula V � E C F D 2 � 2g,

where V , E and F denote the number of vertices, edges, and faces of a

triangulated surface of genus g. Write Euler’s formula as

g D 1 �
V �E C F

2
:

To apply it to our case, let V , E and F denote the number of vertices,

edges, and faces of the above triangulated topological sphere fC [1g. In

the lifting of this to a triangulated curve C.p/, the number of faces is nF

and the number of edges of nE . Over each discriminant point, exactly two

points have coalesced to one, so the vertex count decreases by one over each

discriminant point. Since the discriminant is the resultant of p (which has

degree n) and a first derivative of p (which has degree n� 1), the degree of

the resultant is n.n � 1/, meaning there are n.n � 1/ discriminant points.

So the number of vertices is not nV , but rather nV �n.n� 1/. Substituting

these numbers into the above displayed formula gives

g D 1 �
n.V �E C F / � n.n � 1//

2
:
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For the sphere, V �E C F is 2, so the genus of C.p/ is

g D 1 �
n � 2 � n.n � 1/

2
D

2 � 2nC n.n � 1/

2
D

n2
� 3nC 2

2
:

This last can be written in the more familiar form

g D
.n � 1/.n � 2/

2
:
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CHAPTER 5

Singularities

5.1 Introduction

We have met curves that aren’t everywhere smooth. For example in R
2, the

curve y2
D x3 has a cusp at the origin, and in a neighborhood of the origin

the alpha curve y2
D x2.x C 1/ is �-shaped. Each of these points is a

singularity of the curve. The term “singular” connotes exceptional or rare.

Within any particular complex affine or projective curve, singular points

are indeed rare because there are only finitely many of them among the

infinitely many points of the curve. A curve having no singularities is called

nonsingular.

Singular points are rare in yet another way: most algebraic curves have

no singularities at all! That is to say, if we randomly choose coefficients

of p.x; y/, then C.p/ in C
2 or P

2.C/ is nonsingular. “Random” has the

same meaning as in Chapter 1: a general polynomial p.x; y/ of degree n

has finitely many coefficients, and since p and any nonzero multiple of

it define the same curve, in randomly picking each of these finitely many

coefficients, we may choose our dartboard to be the interval .�1; 1/ � R for

a polynomial in RŒx; y�, or from the unit disk about 0 2 C for a polynomial

in CŒx; y�.

In spite of their rarity, singular points can be found in curves defined

by very simple polynomials, and understanding these special points can re-

veal quite a bit about the nature of algebraic curves in general. Important

concepts in mathematics usually have both geometric and algebraic coun-

terparts, and that’s true of singular points.

93
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94 5. Singularities

5.2 Definitions and Examples

The notion of singular point of a curve has a number of equivalent defini-

tions, some algebraic, others geometric. We now give a number of them for

affine curves. In the next two sections, we extend our definitions to include

projective curves.

Definition 4.9 on p. 86 says that an affine curve C.p/ � C
2 is non-

singular if and only if at each point .x0; y0/, at least one of px.x0; y0/,

py .x0; y0/ is nonzero. The condition ensures that the complex curve is

everywhere smooth because we can apply the Implicit Function Theorem

(Theorem 4.3 on p. 81), telling us that the curve is locally the graph of

some analytic function. Definition 4.9 can be reworded as a characteriza-

tion of singular point:

Definition 5.1. Let .x0; y0/ be a point of the affine curve C.p/ � C
2.

Assume p is nonconstant and has no repeated factors. The point .x0; y0/ is

singular if and only if px.x0; y0/ D py.x0; y0/ D 0.

Here is a more geometric characterization of singular point:

Definition 5.2. Suppose p is nonconstant and has no repeated factors, and

let P be a point of the curve C.p/ � C
2. Let L denote a complex line

through P and let the intersection multiplicity at P of L and C.p/ be m.

The order of P in C.p/ is the lowest value of m as L ranges over all lines

through P . If m > 1, P is called a singularity of order m, a singularity , or

a singular point.

Since one of the intersecting curves in the definition is a line, it is easy to

recast the above definition algebraically. Let P D .x0; y0/ 2 C
2. A typical

complex line throughP can be parametrized by

fx D at C x0; y D bt C y0g :

Definition 5.3. Let P D .x0; y0/ be a point of the curve C.p/ � C
2,

where p is nonconstant with no repeated factors. If the minimum order m

of p.at C x0; bt C y0/ over all pairs .a; b/ 2 C
2
n f.0; 0/g is greater than

1, then P is called a singularity of C.P / of order m, a singularity, or a

singular point.

It is straightforward to check that these definitions don’t depend on the

choice of affine coordinates in C
2.

Comment 5.1. Definition 5.3 is computationally useful, allowing us to find

the order of a singularity in concrete cases. We illustrate this in examples

below.
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Another algebraic definition is based on the Taylor expansion of p.x; y/

about P .

Definition 5.4. Let p.x; y/ be nonconstant with no repeated factors. Ex-

pand p as a Taylor series about .x0; y0/ as a sum of forms of increasing

degree:

p.x; y/ D
1

0Š
p.x0; y0/C

1

1Š

�

px � .x � x0/C py � .y � y0/
�

C

1

2Š

�

pxx � .x � x0/
2
C 2pxy � .x � x0/.y � y0/C pyy � .y � y0/

2
�

C

1

3Š

�

pxxx � .x � x0/
3
C � � �

�

C � � � ;

where each partial is evaluated at .x0; y0/. The point .x0; y0/ is on the curve

C.p/ � C
2 if and only if p.x0; y0/ D 0, and is nonsingular there if at least

one first partial is nonzero there. If for m > 1, some .m C 1/st partial is

nonzero at .x0; y0/ but all lower-order partials there are 0, then .x0; y0/ is

a singularity of C.p/ of order m.

Comment 5.2. In Definition 5.4, the initial form consists of the lowest-

degree terms in the expansion, and this initial form defines the tangent cone

to C.p/ at .x0; y0/.

Example 5.1. The polynomial p D y2
� x2.xC 1/ defines an alpha curve

with its cross point at the origin. Let the parametrization of a complex line

through the origin be fx D at; y D btg and substitute it into p, getting

p.at; bt/ D .b2
�a2/t2�a3t3. The lowest order ofp.at; bt/ is 2 (occurring

when a2
¤ b2), so the order of the origin P in the curve is 2 and therefore

P is a singular point. The order is 3 when b D ˙a, which occurs when the

line is tangent to the curve.

Definition 5.5. A singularity P of order m is called ordinary if exactly m

distinct (complex) lines intersect C.p/ at P with multiplicity greater than

m. In algebraic terms, there are exactly m parametrizations of lines that,

when substituted into p.x; y/, result in an order greater than m.

Intuitively, a singularity of order m is ordinary if there are m distinct

lines tangent to C.p/ at P . That is, the tangent cone at P consists of m

distinct lines, with no double or other multiple lines.

Definition 5.6. A node is an ordinary singularity of order 2.

A node can be considered the simplest kind of singularity. The alpha

curve’s singularity is a node, while a cusp singularity is not even ordinary.
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96 5. Singularities

Example 5.2. p D y2
� x3 defines a curve with a cusp at the origin. Sub-

stituting into p the parametrization fx D at; y D btg gives b2t2 � a3t3

which has minimum order 2, occurring whenever b ¤ 0. This singularity is

not ordinary since there are not exactly 2 distinct lines intersecting C.p/ at

the origin with multiplicity greater than 2; there is only one such line, the

one corresponding to b D 0 yielding the parametrization fx D at; y D 0g

which defines the x-axis.

Example 5.3. We’ve seen from (1.2) on p. 11 that .x2
Cy2/nC1

D Œ<.zn/�2

defines a 2n-petal rose when n is even. When n D 2, this equation becomes

.x2
C y2/3 D .x2

� y2/2 and defines a four-leaf rose whose real portion

is depicted in Figure 5.1. In the real plane we see self-intersections at the

origin. It’s easy to check that p.at; bt/ has order 4 except when b D ˙a,

and for these exceptions the order becomes 6. The real figure correctly sug-

gests that complex tangent lines through the origin correspond to b D ˙a

— that is, lines of slope ˙1. The lowest-degree form of the defining poly-

nomial is .x2
� y2/2 D .x C y/2 � .x � y/2; the tangent lines defined by

x ˙ y D 0 are each double. The four lines intersecting the singularity in

multiplicity greater than 4 aren’t distinct, so the singularity is not ordinary.

x

y

FIGURE 5.1.

Example 5.4. We can create singularities of any order N at any point. For

example, p D
QN

kD1

�

.y�y0/�k.x �x0/
�

defines the union ofN distinct

lines through .x0; y0/. The order of

p.at C x0; bt C y0/ D

N
Y

kD1

�

bt � k.at/
�

isN except when the line fx D atCx0; y D btCy0g is one of the original

N lines. In that case p.at C x0; bt C y0/ becomes the zero function which

by definition has order1. Therefore .x0; y0/ is an ordinary singular point

of C.p/ of order N .
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5.3. Singularities at Infinity 97

For any polynomial p.x; y/ without repeated factors, a necessary and

sufficient condition for C.p/ to be nonsingular at the point P D .0; 0/ is

that p.x; y/ contain at least one first-order term, since otherwise p.at; bt/

has order at least 2. This can be restated using partial derivatives: at least

one of px.P /, py .P / is nonzero, which is what Definition 5.1 expresses.

5.3 Singularities at Infinity

Definition 5.3 of singular point applies to a point P of an affine curve in

C
2. What if P is on the line at infinity? One solution is to choose new

coordinates so that after homogenizing and appropriately dehomogenizing,

the new line at infinity misses P , and then any of Definitions 5.1–5.4 can

be used to decide whether a point is singular, and any of Definitions 5.2–5.4

can be used to find its order. We leave it as an exercise to show that this

approach is independent of the above choice of coordinates

Example 5.5. Consider the cubic y D x3. Its branches approach the point

P at the “end” of the y-axis. Is this cubic singular or nonsingular there?

Homogenizing y D x3 and then dehomogenizing at y D 1 yields the cusp

curve z2
D y3, and P is a singularity of order 2.

Example 5.6. An argument like that in the above example shows that any

curve defined by y2
D .x � r1/.x � r2/.x � r3/ is nonsingular at infinity.

5.4 Nonsingular Projective Curves

Sometimes it’s important to know when a projective algebraic curve is non-

singular in the sense that it has no singularities, even at infinity. There are

two main approaches to deciding. One is piecemeal, using affine views; the

other is a “global” approach, which makes the determination by directly

using a homogeneous polynomial.

A Piecemeal Strategy. Homogenize the polynomial defining the curve,

then dehomogenize at each of x D 1, y D 1, z D 1. It is easy to check

that these three affine views cover every point of P
2.C/. If, by using any of

Definitions 5.1 - 5.4, we can show there are no singular points in any of the

three views, then the projective curve is nonsingular. Here’s an example:

Example 5.7. For any positive integer n, the projective Fermat curve C �

P
2.C/ defined by xn

Cyn
D 1 is nonsingular. This is obvious when n D 1,

for then the curve is a line. Therefore assume n � 2 and homogenize the
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polynomial p D xn
C yn

� 1 to p D xn
C yn

� zn. Dehomogenizing at

x D 1 yields 1 C yn
� zn, and the partials py D nyn�1 and pz D nzn�1

are simultaneously zero only at the origin of the .y; z/-plane. However,

the origin doesn’t lie on C , so C is nonsingular at each of its points in

this plane. Dehomogenizing at y D 1 and using a similar argument shows

that the affine curve in the .x; z/-plane is nonsingular at each of its points.

Dehomogenizing at z D 1 likewise tells us there are no singular points

in the .x; y/-plane. Therefore the projective Fermat curve C � P
2.C/ is

nonsingular. We will redo this example in Example 5.8, where the “global”

approach is more efficient.

A “Global” Approach. Here, h.x; y; z/ is a homogeneous polynomial

defining the projective curve C.h/ � P
2.C/. This polynomial could, for

example, be given the homogenization of a polynomial p.x; y/ defining an

affine curve C.p/ � C
2.

Comment 5.3. Suppose h is a nonconstant homogeneous polynomial with

no repeated factors. If C.h/ � P
2.C/ is nonsingular, then h must be

irreducible. This can be shown by contradiction: suppose h is reducible,

say h D h1h2, hi homogeneous. Then by Bézout’s theorem, there exists

a point P ¤ .0; 0; 0/ in C.h1/ \ C.h2/, so h1.P / D h2.P / D 0. Then

hx.P / D h1x.P /h2.P / C h1.P /h2x.P / D 0 C 0. Similarly, hy .P / D

hz.P / D 0, so P is a singular point in C.h/.

Definition 5.7. Let h.x; y; z/ be nonconstant and homogeneous with no

repeated factors, and let .x0; y0; z0/ be a nonorigin point of C
3. Expand h

as a Taylor series about .x0; y0; z0/ as a sum of forms of increasing degree:

h.x; y; z/ D
1

0Š
h.x0; y0; z0/

C

1

1Š

�

hx � .x � x0/C hy � .y � y0/C hz.z � z0/
�

C

1

2Š

�

hxx � .x � x0/
2
C 2hxy � .x � x0/.y � y0/C � � � C hzz � .z � z0/

2
�

C

1

3Š

�

hxxx � .x � x0/
3
C � � �

�

C � � � ;

where each partial is evaluated at .x0; y0; z0/. A nonorigin point .x0; y0; z0/

is on the curve C.h/ � P
2.C/ if and only if h.x0; y0; z0/ D 0, and is

nonsingular there if some first partial is nonzero there. If for m > 1, some

.mC 1/st partial is nonzero at .x0; y0; z0/ but all lower-order partials there

are 0, then .x0; y0; z0/ is a singularity of C.h/ of order m.
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Comment 5.4. In Definition 5.7, the initial form consisting of the lowest-

degree terms in the expansion defines the tangent cone to C.p/ at

.x0; y0; z0/.

Definition 5.7 leads to this definition of nonsingular projective curve:

Definition 5.8. Let h.x; y; z/ be nonconstant and homogeneous. If at each

nonorigin point of C.h/ � P
2.C/ not all first partials of h vanish, then

C.h/ is nonsingular.

Example 5.8. Look at the Fermat curve again. Its defining homogeneous

polynomial is h D xn
C yn

� zn, and the three first partials are

hx D nx
n�1; hy D ny

n�1; hz D �nz
n�1 :

For n � 1, these are all nonzero at each non-origin point of C.h/ , so the

projective Fermat curve is nonsingular.

Example 5.9. For any n � 0, y�xn defines a projective curve C � P
2.C/.

For which values of n isC nonsingular? If n is either 0 or 1,C is a projective

line, which is nonsingular. We can use Definition 5.8 to show that the only

other value of n making C nonsingular is n D 2. Let’s therefore assume

n � 2, and form the homogenization h.x; y; z/ D yzn�1
� xn. Its first

partials are

hx D �nx
n�1 ; hy D z

n�1 ; hz D .n � 1/yz
n�2 :

Supposing all three partials are zero at a point .x0; y0; z0/, what can be said

about that point? hx D �nx
n�1 tells us that x0 must be 0. hy D zn�1

tells us that z0 must be 0. hz D .n � 1/yzn�2 tells us that if n D 2,

then hz D y, so y0 must be 0. So for n D 2, all three partials vanish

only at .0; 0; 0/, which doesn’t define a point of P
2.C/. Therefore the com-

plex projective parabola is nonsingular. If on the other hand n > 2, then

hz D .n � 1/yz
n�2 can be zero when y D 1, and in that case the complex

1-space through .0; 1; 0/ represents a singular point of C .

5.5 Singularities and Polynomial Degree

We begin with a little intuition. For curves in R
2, singular points are of-

ten “self-intersections” where in tracing the curve we revisit a point al-

ready plotted. For example, if an ant walks in a smooth path along an alpha
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100 5. Singularities

curve, it heads in a different direction when next passing through the self-

intersection. With algebraic curves, such turning around imposes require-

ments on the defining polynomial’s degree. This is familiar when the curve

is the graph of a polynomial y D p.x/: intersections with the complex x-

axis count the number of times the graph has “reversed course,” which is

one way of looking at the Fundamental Theorem of Algebra. (In fact, as we

saw in Chapter 3, any line y D mx can be used to keep score.) Intuitively,

to plot a curve C.p/with many singular points, we may need to turn around

or reverse course frequently, so p cannot have a low degree. Put differently,

for a fixed degree, the possible number of singular points is limited.

Here are some examples. If the degree of p.x; y/ is 1, then C.p/ is a

line and there are no singularities. If the degree is 2 and p has no repeated

factors, then the only singularity possible is in a degenerate conic consist-

ing of two crossing complex lines; ellipses, parabolas and hyperbolas are all

nonsingular. If C of degree n is the union of n randomly-chosen lines in R
2

or C
2, then C has n.n � 1/=2 singular points since from n lines there are

n.n � 1/=2 ways of selecting unordered line-pairs, and any pair intersects

in a singular point. It turns out that singular points of higher order place a

greater demand on the degree of p. In Example 5.4 on p. 96 it took n lines

and therefore an equation of degree n to create an ordinary singularity of

order n. Therefore n lines can form n.n � 1/=2 nodes but only one one

ordinary singularity of order n. These two examples are related: by appro-

priately translating each of the n randomly-selected lines, we can make the

n.n � 1/=2 nodes draw ever closer to each other, in the limit all coalescing

into one ordinary singularity of order n. In this way we may think of an

ordinary singularity of order n as being composed of n.n � 1/=2 nodes.

Comment 5.5. A loose analogy can be made with physical atoms. Split or

fragment a heavy atom (think of one high-order singularity), and we’ll get

several lighter particles (think of several nodes), plus extra energy that held

the heavy atom together.

The above curves made from lines are not irreducible, but it turns out

they can be made so by adding sufficiently high even powers of x and y.

(See the section “Designer Curves” starting on p. 22.) This exemplifies a

general fact. Looking at singularities of only irreducible curves imposes a

yet greater degree cost: in making the curve irreducible by adding high even

powers of x and y, we increase the degree. On the other hand, suppose

a polynomial p with no repeated factors can be written as a product qr

of smaller-degree factors. By Bézout’s theorem, C.q/ and C.r/ in P
2.C/
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intersect in deg.q/�deg.r/ points. As the argument in Comment 5.3 on p. 98

shows, any intersection pointP is singular because both px and py are zero

there. The following two theorems sum up much of what we’ve just said.

(For proofs, see [Fischer], p. 49.)

Theorem 5.1. An arbitrary algebraic curve of degree n in P
2.C/ can have

at most n.n � 1/=2 singularities.

Theorem 5.2. An irreducible algebraic curve of degree n in P
2.C/ can

have at most .n � 1/.n � 2/=2 singularities.

In each case, there exist curves having the maximum possible number

of singularities. For arbitrary curves, the union of n randomly-chosen lines

does it. For irreducible curves, the curve having parametrization

˚

x D cos
�

.n � 1/ arccos t
�

; y D cos
�

n arccos t
� 	

.t 2 C/

turns out to be algebraic of degree n, irreducible, and its singularities con-

sist of exactly .n � 1/.n � 2/=2 nodes, all of which are real. For a proof

and discussion, see [Fischer], 3.9, pp. 50–57. When restricted to the square

Œ�1; 1�� Œ�1; 1�, the real portions of these curves look like the Lissajous

figures mentioned in Chapter 1, but without this restriction they can be un-

bounded in the real plane. For n D 8, for example, the parametrization

defines a curve of degree 8 with .8 � 1/.8 � 2/=2 D 21 nodes, illustrated at

the left in Figure 5.2.

For small n, it is quite feasible to locate all .n � 1/.n � 2/=2 nodes

guaranteed by Theorem 5.2. For example, the real Lissajous figure shown

x

y

x

y

PP

P

1

2

3

FIGURE 5.2.
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102 5. Singularities

at the right in Figure 5.2 is parametrized by

fx D cos.n � 1/t ; y D cosntg ;

with t 2 R and n D 4. If we set T D cos t , then multiple-angle formulas

give

x D cos.n� 1/t D cos 3t D 4T 3
� 3T D a.T / ;

y D cosnt D cos 4t D 8T 4
� 8T 2

C 1 D b.T / :

Now cos n.n � 1/t can be viewed in two ways: as the cosine of n times

the argument .n � 1/t , or as the cosine of n � 1 times the argument nt .

These are the same, so in terms of the polynomials a and b, we can write

a.b.T // D b.a.T // — or, what is the same, a.y/ D b.x/. For n D 4, this

becomes

4y3
� 3y D 8x4

� 8x2
C 1 :

Self-intersections occur at points

.x; y/ D

�

cos
k�

n
; cos

k�

n � 1

�

whenever k is relatively prime to both n and n � 1. When n D 4, this

happens for k D 1; 2; 5 before we begin to cycle through self-intersections.

These values of k give locations of the three nodes shown in right sketch:

P1 D

 p

2

2
;
1

2

!

; P2 D

�

0 ;
�1

2

�

; P3 D

 

�

p

2

2
;
1

2

!

:

5.6 Singularities and Genus

As we’ve noted, the degree of an irreducible polynomialp.x; y/ affects how

much C.p/ twists and turns in P
2.C/, with the presence of singularities on

an irreducible curve requiring a certain minimum amount of twisting and

turning. Theorems 5.1 and 5.2 make this quantitative. For example, if the

curve C.p/ has 100 singularities, then p.x; y/ must have degree at least 15

— no curve of smaller degree can have that many singularities. That much

twisting and turning is required to get such a large number of singularities.

The greater the number of singularities, the greater the minimum degree,

and irreducibility further increases the degree requirement: if C.p/ is irre-

ducible and has a million singularities, then the degree of p must be at least

1,416.
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Singularities are not the only thing requiring twisting and turning and

therefore a sufficiently large degree. So does genus. A smooth curve with

many holes can’t possibly have all the implied contortions without a suf-

ficiently high degree. The basic genus formula makes this quantitative: a

nonsingular curve of degree n has genus .n � 1/.n � 2/=2. So both the

genus and the number of singularities make demands on the degree. Now

there certainly are curves having both high genus and many singularities;

do these two actually compete for degree? To answer this we need the fol-

lowing theorem that connects topology with singularities.

Theorem 5.3. Topologically, any irreducible curve C.p/ � P
2.C/ with

singularities is a compact oriented 2-manifold upon which this operation

has been performed: identify finitely many of its points to finitely many

points.

Example 5.10. As an example of identifying finitely many points to finitely

many points, select three points on a rubber torus and pull them together

to a single point. Select another five points and similarly identify them to

another single point.

We extend the notion of genus of a compact oriented 2-manifold in the

following way:

Definition 5.9. Suppose a compact oriented 2-manifoldM has genus g. We

say that identifying finitely many points ofM to finitely many points leaves

the genus unchanged. This new topological object is said to have genus g.

Here’s the big question: suppose we start with a nonsingular curve

C.p/ � P
2.C/ of degree n and genus g and continuously modify p so

that at some stage C.p/ gains a singularity. Can we “trick” the curve so

it gains the singularity without decreasing the genus? Or is it more a zero-

sum game, in that gaining a singularity necessitates giving up a hole or two?

Let’s explore this idea with some examples.

Example 5.11. Consider the curve defined by y2
D .x�r1/.x�r2/.x�r3/.

Let’s assume that all three ri are distinct, say y2
D .x C 1/x.x � 1/ —

that is, y2
D x3

� x. Figure 5.3 depicts its real portion. It is straightfor-

ward to check that this degree-3 curve in P
2.C/ is nonsingular. Therefore

it is a closed oriented 2-manifold having genus g D .3 � 1/.3 � 2/=2 D 1,

making the curve a topological torus. The real portion appearing in Fig-

ure 5.3 reveals only a tiny part of the entire complex curve. To see it all,

we’d need to look in real 4-space. Fortunately, the part in one particular real
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x

y

1 1

FIGURE 5.3.

3-dimensional slice is especially suggestive. It’s a real space curve, and we

get equations for it this way: Write x D x1 C ix2 and y D y1 C iy2, then

substitute these into y2
D .x C 1/x.x � 1/ D x3

� x, getting

.y1 C iy2/
2
D .x1 C ix2/

3
� .x1 C ix2/ :

Equating real and imaginary parts splits this into

y2
1 � y

2
2 D x

3
1 � 3x1x

2
2 � x1 ; 2y1y2 D 3x

2
1x2 � x

3
2 � x2 .5:1/

Each of these two equations in four real variables defines a 3-surface in

R
4, and together they determine a 2-surface C.p/ � C

2
D R

4. We now

additionally restrict to the 3-space x2 D 0, which further cuts down the

2-surface to a real curve, and this is easily visualized in .x1; y1; y2/-space.

Now x2 D 0 reduces the imaginary-part equation in .5:1/ to y1y2 D 0, so

either y1 D 0 or y2 D 0. When y2 D 0, the equation becomes the original

equation restricted to the real plane, so once again we get the real curve

in Figure 5.3. When y1 D 0, the resulting real-part equation becomes

�y2
2 D x3

1 � x1, which is essentially the reflection of Figure 5.3’s curve

about the y1 axis, but drawn in the .x1; y2/-plane. The two appear together

in Figure 5.4 (a).

A nonzero value for x2 defines a parallel copy of the 3-space x2 D 0 and

again leads to the intersection of three 3-surfaces in R
4. Each codimension-1

surface cuts down the dimension by one and we end up with a real curve

for each value of x2. All these curves fit together, their closure in P
2.C/

forming the topological torus, depicted in Figure 5.4 (b). Four rings are

sketched on the torus. The inner and outer rings, drawn solid, correspond to

the solidly drawn parts of the space curve in Figure 5.4 (a). The two dashed

rings on the torus correspond to the dashed parts of the space curve. The

solidly-drawn right branch and dashed left branch of the curve meet at the

same point at infinity,P1. The right branch together withP1 forms a topo-

logical loop. Likewise for the left branch.
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Now let’s see if we can trick the above curve into gaining a singularity

while maintaining its genus. Our plan is to let the root x D 1 approach the

root x D 0, which we keep fixed. That is, in p D y2
� .x C 1/x.x � �/,

let � > 0 approach zero. As this happens, the dotted loop in Figure 5.4 (a)

gets smaller and smaller and in Figure 5.4 (c) we see that in the limit it has

shrunk to a point — the origin — and in the .x1; y1/-plane the branch nose

sharpens to a 45-degree angle as it touches the origin. We have created an

alpha curve with a singularity (a node) at the origin. And the genus? Be-

cause the dotted loop collapsed to a point, the two solid loops of the torus

in Figure 5.4 (b) now touch, the topological picture having morphed into a

sphere with two horns touching at one point, shown in Figure 5.4 (d ). But a

sphere has genus 0, and those touching horns represent a 2-to-1 identifica-

tion. From Definition 5.9, identifying finitely many points doesn’t change

the genus! So precisely when the singularity is created, the genus decreases.

Suppose that instead of letting the root x D 1 approach the origin, we

let the root x D �1 do that. Now it’s the solid loop in Figure 5.4 (a) that

shrinks to a point. After this shrinking, there again appears an alpha curve,

but this time it’s in the .x1; y2/-plane, as shown in Figure 5.4 (e). Both par-

tials of the new polynomial y2
�x2.x�1/ vanish at the origin; the origin is

a node. Figure 5.4 (f ) shows that topologically we again get a sphere with

two points identified to one. Instead of pulling out points to form touching

horns, we essentially pinch the north and south poles together. But once

again we see that the genus decreases just as a singularity is created.

What happens if both x D 1 and x D �1 approach x D 0? In that case

both the solid and dashed loops in Figure 5.4 (b) shrink to a point. For exam-

ple Figure 5.4 (d ) could represent a half-way stage in this process, the mor-

phing being completed by letting �1 approach 0. Then the solid inner loop

shrinks towards 0 and the horned sphere becomes a sphere with no points

identified. Or, the figure’s third row could represent the half-way stage, the

process finishing with the right dashed loop in Figure 5.4(f ) shrinking to a

point. That moves the two identified points to a point on the equator of what

will be the final, ordinary sphere. Shrinking both loops in Figure 5.4 (b) to

a point changes the space curve in Figure 5.4 (a) to two cusps — one in the

usual .x1; y1/-plane, and the dashed one in the .x1; y2/-plane.

In all these examples of roots coalescing, at least one loop collapsed to

a point. That is, all points in the loop became identified to one point. This

is much stronger than simply identifying finitely many points to a point. In

the first case, the genus decreases; in the second case, the identification is

mild enough that the genus is unaffected.
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We will show in Example 5.16 starting on p. 114 that there exist curves

of any genus by showing that the polynomial

y2
� .x2

� 12/.x2
� 22/ � � � .x2

� n2/

defines a projective curve of genus n�1. We can coalesce roots of this poly-

nomial to create various singularities, and in every case creating any kind

of singularity reduces the genus. For any of these curves we can draw a real

1-dimensional curve in .x1; y1; y2/-space as before, and we get branches

and loops in the .x1; y1/-plane and in the .x1; y2/-plane. Parallel 3-spaces

in R
4 define real curves that fit together to form a surface.

For example, n D 3 gives y2
� .x2

� 12/.x2
� 22/.x2

� 32/, which

defines a curve of genus 2. Figure 5.5 shows its graph in the real plane and

the corresponding surface of genus 2.

Each of the four branch directions heads towards a common point P1,

so that the two points at infinity marked on the surface are identified. This

does not change the genus of 2. In the real-curve sketch, we can imagine

dashed loops in the .x1; y2/-plane spanning the voids between the solidly

drawn loops and branches in the picture.

Letting both roots x D ˙1 coalesce to x D 0 pulls the solidly drawn

loops together to form a figure 8, the origin becoming a node. Figure 5.6

8P

8P

x

y

1

1

8P

8P

8P

8P

FIGURE 5.5.
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FIGURE 5.6.

shows the real part and the corresponding topological picture. The node

forces the genus to decrease from 2 to 1. We can think of the topologi-

cal surface as formed by starting with an ordinary torus and from opposite

points on the inner waist, pulling points towards each other to form two

little horns that grow until they touch at a point. The surface in Figure 5.6

can be thought of as formed from a torus with two vertically-oriented horns.

Thus this surface has another 2-to-1 point identification in addition to the

two identified points at infinity.

In Figure 5.7 we go a step further and let not only �2 coalesce to �1,

but also 2 coalesce to 1. In this way we create two additional singularities

— both nodes — and each collects its debt in that the genus decreases by

one for each node created. The topological picture is a sphere with three

2-to-1 identifications, so its genus is 0.

Example 5.12. The principles in Chapter 1’s “Designer Curves” section

make it easy to create an irreducible curve with, say, one ordinary sin-

gularity of order 4 at the origin. The product xy.x � y/.x C y/ defines

four lines through the origin. We may bound the real picture by adding

higher even powers of x and y. One such curve in P
2.C/ is defined by

p.x; y/ D xy.x2
� y2/ C x6

C y6, whose part in R
2 is depicted in

Figure 5.8. It’s easy to check that in P
2.C/, the curve is everywhere smooth

except at the origin. This curve has degree 6, and if it had no singularities



“master” — 2011/6/15 — 17:34 — page 109 — #125
i

i

i

i

i

i

i

i

5.6. Singularities and Genus 109

8P

8P

x

y

1

1

8P

8P

8P

8P

FIGURE 5.7.

FIGURE 5.8.

its genus would be g D 5�4
2
D 10. But it has an ordinary singularity of or-

der 4 similar to what we would have starting with 4 randomly selected lines

(which create 4�3
2
D 6 nodes) and moving the lines so the 6 nodes coalesce

to form one ordinary singularity of order 4. Each node decreases the genus

by one, so the actual genus of the topological surface ofC.p/ is 10�6 D 4.

We’ve encountered the formula
.n�1/.n�2/

2
twice — once in the Genus

Formula (Theorem 4.5 on p. 88), and again in Theorem 5.2 on p. 101, giving

the maximum number of nodes of an irreducible curve of degree n. Is the

same formula arising in apparently different contexts trying to tell us some-
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thing? We’ve met examples in this section showing that as we reduce the

genus of certain curves by squeezing a loop in the curve to a point, a singu-

larity is introduced, and simultaneously with that the genus decreases. For

example, look again at the process of squeezing down to the point 0 the loop

between �1 and 0 in Figure 5.4(a) or (b) on p. 105. After squeezing, the part

around 0 in picture (f ) consists of two disks touching at just that point 0.

This is exactly the topological picture around a node. We can reverse the

“movie,” expanding the point to a small loop to decrease the node count

and increase the genus. So on the one hand, we have the picture of an irre-

ducible nonsingular projective curve of degree n having genus
.n�1/.n�2/

2
.

On the other hand, there’s the picture of an irreducible nonsingular projec-

tive curve of degree n having
.n�1/.n�2/

2
nodes, which we met on p. 101 just

after Theorem 5.2. We can look at these as opposite extremes of a spectrum.

5.7 A More General Genus Formula

Examples in the last section suggest that for an irreducible curve C of de-

gree n having only ordinary singularities, the genus
.n�1/.n�2/

2
decreases

by 1 if the curve’s only singularity is a node. Also, by drawing together

randomly-chosen lines, we argued that an ordinary singularity of order r

can be thought of as
r.r�1/

2
nodes piled up on each other at a common lo-

cation, so that an ordinary singularity of order r decreases
.n�1/.n�2/

2
by

r.r�1/
2

. Notice that
r.r�1/

2
is 1 when r D 2, which corresponds to a single

node. (r D 1 corresponds to a nonsingular point.) These decreases happen

at each singularity, and the decreases add. This is expressed in this theorem

generalizing Theorem 4.5 on p. 88.

Theorem 5.4. Let C � P
2.C/ be an irreducible curve of degree n having

only ordinary singularities, and suppose r1; � � � ; rN are the orders of these

singularities. Then the genus of C is

g D
.n � 1/.n � 2/

2
�

N
X

iD1

ri.ri � 1/

2
: .5:2/

For a proof, see [Walker], Chapter. VI, section 5.2. We can read off from

this formula the topological structure of the curve: C is a real 2-manifold

of genus given by (5.2) in which for each of the N distinct points Pi , ri
little horns rise from the surface, come together and meet at Pi . Since the

genus cannot be negative, (5.2) shows in this case how the degree restricts

the possible number of singularities.
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5.8 Non-Ordinary Singularities

Up to now we’ve focused on ordinary singularities. They are the best-behaved

and the easiest to understand. Geometrically, if P is an ordinary singularity

of order r � 2, then the part of C.p/ in some neighborhood of P is the

union of r disks all mutually containing P and only P . The topological

closure of any “disk minus P ” is the graph of a function of one complex

variable analytic at P . The complex tangent lines to the disks at P are dis-

tinct, any two intersecting in P . This makes it easy to devise all sorts of

ordinary and non-ordinary singularities because the tangent structure to a

curve C.p/ at P D .x0; y0/ is defined by the initial, or lowest-degree part

of p when expanded about .x0; y0/. (See p. 23.) For simplicity, we assume

P is the origin unless stated otherwise.

Example 5.13. The alpha curve’s polynomial y2
� x2

� x3 has lowest-

degree part y2
� x2, so the tangent space is given by y2

� x2
D 0 and

therefore consists of the two lines y D ˙x. Because they are distinct, the

singularity is ordinary.

The argument in Example 5.2 on p. 96 can be restated this way:

Example 5.14. The cusp y2
� x3 has lowest-degree part y2, and y2

D 0

defines a double line. The lines are not distinct, so the singularity is not

ordinary.

The following is easy to prove.

Theorem 5.5. A singularity of C.p/ at the origin is ordinary if and only if

all factors of the lowest-degree part of p are distinct.

We can make the origin a quite fancy non-ordinary singularity by taking

the union of curves that share one or more tangent lines through the origin.

Example 5.15. Here are some polynomials each defining a non-ordinary

singularity at the origin. It turns out that adding sufficiently high even pow-

ers of x and y makes each of these polynomials irreducible.

� .y2
� x3/.y2

� 2x3/ (Two tangent cusps)

� .y2
� x3/.y2

� x5/ (Cusps of different types)

� y.y � x2/.y � x4/

� x.y3
� x5/

� .x2
C y2/3 � .x2

� y2/2 (Four leaf rose)
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Can non-ordinary singularities decrease genus more dramatically then

ordinary ones? Theorem 5.4 on p. 110 tells us that each ordinary singularity

of order r decreases the genus by
r.r�1/

2
. Non-ordinary singularities possess

nondistinct tangent lines, and shared tangent lines can increase the node

count. This happens in large part because tangency increases the “order of

contact,” or multiplicity of intersection. The parabolas y D x2 and y D

�x2 illustrate this. Their union C has a singularity of order 2 at the origin.

That is, 2 is the lowest multiplicity in which a line through the origin can

intersect C , which is the same as the order of a node. If we push the upper

parabola down a bit, the parabolas intersect in two nodes. As the upper

parabola returns to its original position, the two nodes coalesce, so although

the non-ordinary singularity has order 2, it is composed of 2 nodes, not 1.

In this case, does a non-ordinary singularity act more powerfully to reduce

genus? We can get a clue from looking again at the curve of genus 2 defined

by p D y2
�.x2

�12/.x2
�22/.x2

�32/. We saw that in letting the two roots

˙1 coalesce (both moving to x D 0), Figure 5.5 morphed into Figure 5.6.

The figure 8 there correctly suggests that the created singularity is a node,

and the genus correspondingly decreased by 1. Now let the two roots ˙2

also coalesce to the same point x D 0. That means the original polynomial

morphs to y2
� x4.x2

� 32/. Figure 5.9 shows the real part of the curve.

Near the origin, the real part resembles the two-parabola curve. Mov-

ing only the upper part downward a bit creates two nodes, suggesting that

the singularity decreases the original curve’s genus from 2 to 0. In fact, it

does. The complex curve’s intersection with .x1; y1; y2/-space reveals two

branches in the .x1; y2/-plane that meet at infinity and can be thought of as

forming a great circle on a sphere passing though the north and south poles.

The pinched 8 of Figure 5.9 corresponds to the equator. So the topology

of this curve is a sphere with two 2-to-1 identifications: the two poles are

identified and so are two opposite points on the equator. The non-ordinary

singularity has reduced the original genus by 2, so the curve’s genus is 0.

x

y

FIGURE 5.9.
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To calculate how much a singularity reduces the genus, we need to know

how many nodes comprise it. This important count of double points is of-

ten denoted by ı. For a non-ordinary singularity, a more powerful tool is

needed to calculate ı. Here’s how it works. If the origin is a singularity of

the irreducible curve C.p/, find the intersection multiplicity at the singular-

ity of the two “partial derivative curves” C.px/ and C.py /. We call this the

Milnor multiplicity and denote it by �. For example, in the two-parabolas

example with p D .y � x2/.y C x2/ D y2
� x4, we have px D 4x3 and

py D 2y. C.px/ is the “triple y-axis” and C.py / is the ordinary x-axis.

They intersect in multiplicity 3, so � D 3. Now � and ı are related by the

basic Milnor-Jung formula:

ı D
�C r � 1

2
; .5:3/

where r is the number of branches through the singularity. In our case r D

2, so ı D 3C2�1
2
D 2, which agrees with what our intuition suggested.

For a discussion of these concepts, see [B-K], Chapter III, 8.5 (Topology of

Singularities).

With two tangent cusps, it becomes harder to intuit the answer. For ex-

ample, take two cusps given by y2
� x3 and y2

� 4x3. Their product, plus

terms bounding the real picture, gives

p D .y2
� x3/.y2

� 4x3/C x8
C y8

which defines an irreducible curve C.p/ of degree 8. Figure 5.10 shows the

real portion.

x

y

FIGURE 5.10.
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It is straightforward to check that the origin is the only singularity of

this curve in P
2.C/. The partials are

px D x
2.24x3

� 15y2
C 8x5/; py D y.4y

2
� 10x3

C 8y6/ :

The corresponding curves are C.px/ D C1 [ C2, where C1 is the double

lineC.x2/, andC2 isC.24x3
�15y2

C8x5/. C.py / D C
0
1[C

0
2, whereC 0

1 is

the line C.y/ and C 0
2 is C.4y2

�10x3
C8y6/. The intersection multiplicity

at the origin is the sum of the intersection multiplicities of each Ci with

each C 0
j . These are

� m.C1; C
0
1/ D 2

� m.C1; C
0
2/ D 4

� m.C2; C
0
1/ D 3

� m.C2; C
0
2/ D 6, found as the order at 0 of

resultant.24x3
� 15y2

C 8x5; 4y2
� 10x3

C 8y6; x/ :

These sum to � D 15. There are two cusps, so there are two branches

through the origin. Therefore r D 2. The Milnor-Jung formula gives

ı D
15C 2 � 1

2
D 8 :

If our degree 8 curve had no singularities, its genus would be 7�6
2
D 21.

But ı D 8, which measures the effective number of nodes, reduces this

to 21 � 8 D 13.

We can now further improve Theorem 5.4 on p. 110:

Theorem 5.6. Let C be an irreducible curve of degree n having singulari-

ties at P1; � � � ; PN , and suppose ı1; � � � ; ıN are double-point counts given

in (5.3). Then the genus of C is

g D
.n � 1/.n � 2/

2
�

N
X

iD1

ıi : .5:4/

Example 5.16. We stated on page 107 that there are curves of any genus.

Specifically, the polynomial

p D y2
� .x2

� 12/.x2
� 22/ � � � .x2

� n2/ .5:5/
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defines a projective curve of genus n � 1. We argue as follows. First, the

affine curve in the complex .x; y/-plane has no singularities — that is, there

are no points on the curve where px D py D 0 — because py D 2y2,

so y D 0. From the form of (5.5), if .x; 0/ is on the curve, then x must

be ˙j; 1 � j � n. But the j th term of px is 2x in the j th place and

.x2
� j 2/ in all other places. Then px.˙i; 0/ is nonzero at each j , be-

cause any kth term (k ¤ i ) of px is certainly zero, while the j th term is

˙2j times something nonzero. Therefore any singularity must be at infin-

ity. Now, homogenize (5.5) with respect to z and dehomogenize at y D 1.

This yields

q.x; z/ D y2z2n�2
� .x2

� z2/.x2
� 22z2/ � � � .x2

� n2z2/ : .5:6/

Upon expanding this, we see that the lowest nonzero power of x is 2; like-

wise for z. Therefore qx.0; 0/ D qy .0; 0/ D 0, so there’s a singularity at

infinity. Now let’s apply (5.3), the Milnor-Jung formula

ı D
�C r � 1

2
:

The form of (5.5) means r D 2. Also, it is not hard to check that the order

of qx at .0; 0/ is 2n� 1, and that the order of qy at .0; 0/ is 2n � 3, which

leads to � D .2n � 1/.2n � 3/. Substituting this � and r into the Milnor-

Jung formula and simplifying gives ı D 2n2
�4nC 2. Therefore our genus

formula (5.4) yields

g D
.2n� 1/.2n � 2/

2
� .2n2

� 4nC 2/ ;

which simplifies to g D n� 1.

5.9 Further Examples

Curves of the Form y
m

D x
n

An important source of nonordinary singularities are irreducible cusp curves

ym
D xn, with n;m > 1. Where are their singularities? How much do

they reduce the genus of the curve? To get answers, let’s start by noting

that if ym
� xn is irreducible, then m and n must be relatively prime. An

argument by contradiction is easy: if m and n shared a common divisor

k > 1, then we could write m D km0 and n D kn0, which would mean

ym
� xn

D ykm0

� xkn0

. This last is divisible by ym0

� xn0

and therefore

is not irreducible.
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116 5. Singularities

We therefore assume m and n relatively prime, and we take n > m.

Writing p D ym
� xn, we see that since px D �nx

n�1 and py D my
m�1,

these partials are both 0 only at the origin, so that’s the only singularity of

the cusp curve in the .x; y/-plane. Homogenizing p and dehomogenizing at

y D 1 shows that the only other singularity is at the end of the y-axis. We

can use the Milnor-Jung formula to count the number of equivalent nodes at

each of these two singularities. At the origin of the .x; y/-plane, the simple

form of the two partials tells us that � there is .n� 1/.m� 1/. With r D 1,

that means ı at the origin is
.n�1/.m�1/

2
. (Our assumptions onm and n imply

that at least one of n � 1, m� 1 is even.) Homogenizing p and dehomoge-

nizing at y D 1 gives zn�m
� xn from which we similarly find that ı there

is
.n�1/.n�m�1/

2
. The sum of these two node counts is

.n�1/.n�2/
2

. This is

the same as the genus of a nonsingular curve of degree n, so together the

two singularities reduce any such cusp curve’s genus to 0. We will meet a

dramatic shortcut to this fact on p. 157.

An Example with Repeated Tangent Lines

The curve defined by p D x3y4
C x8

C y8, depicted in Figure 5.11, show-

cases the power of Milnor multiplicity. The curve is irreducible and the

origin is its only singularity. It has r D 2 branches through the origin, one

tangent to the x-axis, the other tangent to the y-axis.

x

y

FIGURE 5.11.

Because the initial part x3y4 defines 4 copies of the x-axis and 3 copies of

the y-axis, it is not obvious just how many nodes comprise it. The partials of

p are px D 3x
2y4
C8x7 and py D 4x

3y3
C8y7. To find the multiplicity in

which C.px/ and C.py / intersect at the origin, take resultant.px ; py ; x/;
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its order in y turns out to be 41, so

ı D
�C r � 1

2
D

41C 2 � 1

2
D 21 :

If this degree 8 curve were nonsingular, its genus would be 7�6
2
D 21. With

a node count of 21, this curve has genus 0.

5.10 Singularities versus

Doing Math on Curves

Algebraic curves without singularities are especially pleasant because they

can serve in a natural way as a domain for functions, allowing us to “do

math” on them, much as one does calculus of several variables on differ-

ential manifolds or complex variable theory on the Riemann sphere. Can

we transport to any projective curve elementary complex function theory in

one variable? Singularities can present a problem in this regard, although

we’ll be able to overcome it. To illustrate the difficulty, let’s compare what

happens when we try to evaluate, say,
y
x

at points of a simple nonsingular

curve C1 such as the complex x-axis, versus evaluating
y
x

at points of the

alpha curve C2 D C.y
2
� x2.x C 1//, which has a node at the origin.

Example 5.17. At each point of the complex x-axis C1, y is zero. There-

fore y
x

is zero whenever x ¤ 0. At x D 0, no matter how we approach

x D 0 within the x-axis, the limit of the values is zero, so it is natural to

define the value of
y
x

to be zero there. In this way
y
x

becomes single-valued

at each point of C1, thus making
y
x

a function on the curve.

Example 5.18. Let’s try the above argument on the alpha curve C2. In

evaluating
y
x

at points of C2, the only problematic point is the node at the

origin, where both x and y are zero. There are two complex lines tan-

gent to the curve there — the lines defined by the initial part y2
� x2 of

y2
� x2.x C 1/. Since y2

� x2
D .y � x/.y C x/, the complex tangent

lines have slope C1 and �1. If we approach the origin along the curve’s

branch tangent to the line y D x, the values of x and y becomes more

nearly equal to each other, so
y
x

approaches the value C1. Approaching the

origin along the other branch similarly gives a limiting value of�1. Assign-

ing these limits at the origin gives two different values to
y
x

there, so
y
x

isn’t

a function on C2.

What can we do? The problem at the node arose because at one point

there were two limiting values for
y
x

. If we could somehow separate the
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two branches so we don’t have different ones passing through the same

point, that problem wouldn’t arise. Is there some notion of equivalence be-

tween curves which is 1:1 between branches, but which allows their cen-

ters to separate into distinct points? None of the familiar candidates such

as biholomorphism, diffeomorphism or topological transformation works

because none of them splits up points. What sort of transformation can

separate points so that different branches have different centers? For a lit-

tle intuition, think of the alpha curve in the real setting as created from a

long, springy wire deformed into an alpha shape. We could transform this

shape by simply letting go, allowing the wire to return to its original straight

shape. Doing this separates the two branches as well as their centers, and

the straight line serves in a natural way as a curve on which to do mathe-

matics. Another possible transformation is to hold one branch on a table top

and lift the other branch upward to separate the branch centers. The curve

then becomes a nonsingular space curve on which we can do mathematics.

Fortunately for our subject, there is a notion of equivalence that can

perform the required magic. It is called birational equivalence, with bira-

tionally equivalent curves being connected through birational transforma-

tions. In the next sections we make the notion of “function on a curve”

more precise, then define birational transformation and equivalence and

give some examples. After that, we sketch how birational transformations

can be used to desingularize algebraic curves, thus creating a canvas on

which we can do elementary complex function theory.

5.11 The Function Field of an

Irreducible Curve

Though we didn’t explicitly say it above, at non-problematic points of C1

or C2 in Examples 5.17 and 5.18, we evaluated
y
x

by simply substituting

coordinates of points of the curve into
y
x

. The situation for polynomials is

much nicer, because even for a curve C � C
2 having singularities, we

can always evaluate a polynomial q 2 CŒx; y� at each point of C by this

method. This gives rise to a new phenomenon not encountered with poly-

nomials on R
n or C

n. On R
n or C

n, if an n-variable polynomial is zero at

each point, it’s the 0-polynomial. But on the alpha curveC.y2
�x2.xC1//,

there are infinitely many nonzero polynomials which are zero everywhere

on the curve — they’re all the nonzero multiples of the defining polynomial

y2
� x2.x C 1/. There is a standard way to make the situation resemble

that of R
n or C

n, restoring the idea that there’s just one function identically
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zero on the curve. We look at this now.

Begin with a curve C D C.p/ � C
2, where p is irreducible in CŒx; y�.

A polynomial q 2 CŒx; y�, irreducible or not, defines a complex-valued

function by restricting its domain to C . At each point of C , p itself is al-

ways zero, as is any multiple of p by a polynomial r . The set of all multi-

ples of p forms an ideal .p/ in CŒx; y�, and because p is irreducible, .p/

is prime — that is, if a and b are in CŒx; y� n .p/, then so is their product

ab. This says that if neither a nor b has p as a factor, then their product

doesn’t either. In the quotient ring CŒx; y�=.p/, the ideal .p/ plays the role

of the zero-element in the additive group of the ring. Now .p/ being prime

says that CŒx; y�n .p/ is closed under multiplication, so the quotient ring

CŒx; y�=.p/ has no zero divisors. Therefore CŒx; y�=.p/ is an integral do-

main, and from an integral domain we can construct in the standard way

its field of fractions. We denote this field by KC . The only element of KC

identically zero on C is now the 0-element of KC .

Definition 5.10. The field KC constructed above for an irreducible curve

C � C
2 is called the function field of KC .

The big question is, are the elements of KC actually functions on C ? If

an element of KC is q1=q2 with qi 2 CŒx; y�=.p/, then this quotient has

a well-defined value at any point P 2 C at which not both q1 and q2 are

zero. If q2 is zero at P and q1 is nonzero there, then we assign the value

1 2 P
1.C/. The remaining question is, can we uniquely assign a value to

q1=q2 if both q1 and q2 are zero atP ? We will see that the answer is “maybe

not” if C is singular at P and “definitely yes” if C is nonsingular at P . It’s

therefore important to appropriately desingularize a curve if we wish to do

mathematics on it. The key to desingularization is birational equivalence,

which we turn to now.

5.12 Birational Equivalence

In this book, we will take “Doing math on an algebraic curve C � P
2.C/”

to mean doing elementary complex analysis in one variable on that curve.

In a typical course on one complex variables, the functions are defined on

the Riemann sphere C [1 and take values there. The course is therefore

complex variables on the projective algebraic curve P
1.C/. We wish to

show how the domain P
1.C/ can be replaced by any projective algebraic

curve. We begin with some basic ideas in this chapter, and develop them

further in the next.



“master” — 2011/6/15 — 17:34 — page 120 — #136
i

i

i

i

i

i

i

i

120 5. Singularities

A basic prerequisite for doing complex variables on a curve C is that all

elements ofKC should have well-defined values taken in C [1. This will

always hold if the curve is nonsingular. If function theories are to look alike

on different curves, then the curves’ function fields ought to be the same.

It turns out that sharing the same set of functions is sufficient for algebraic

curves: if curves C and C 0 have isomorphic function fields KC and KC 0 ,

then the cluster of facts associated with C is essentially identical to those

for C 0. Let’s make a formal definition.

Definition 5.11. Function fields KC and KC 0 are C-isomorphic if there is

a 1:1 onto correspondence between their elements that is the identity on C

and that preserves all field operations.

Definition 5.12. If the function fieldsKC and KC 0 of curves C and C 0 are

C-isomorphic, then we say C and C 0 are birationally equivalent.

You may wonder, “What’s birational about the equivalence?” Since a

field is a collection of ratios, under a field isomorphism any element or ratio

in one field maps into a ratio in the other, and vice-versa. In this sense, iso-

morphic fields could be called birationally equivalent fields. “But,” you may

counter, “we’re saying that curves are birationally equivalent, not fields.”

The answer is that the function field of an irreducible algebraic curve gen-

erates a corresponding curve in a natural way. Here’s the idea.

First, the function field of any irreducible curve can be written as C.x; y/,

where one of x; y is an indeterminate element and the other is algebraically

dependent on the indeterminant. For example, suppose our curve is C.p/,

with p.x; y/ irreducible. If both x and y appear in p.x; y/, then y may be

regarded as algebraically dependent on the indeterminate x. That is, y satis-

fies a polynomial equation in y with coefficients in CŒx�. By looking at the

coefficients as coming from the field C.x/, C.x; y/ becomes an algebraic

field extension of the field C.x/ in one indeterminate. The roles of x and

y can be reversed, with x regarded as algebraically dependent on the inde-

terminate y, with x satisfying a polynomial equation in x with coefficients

in CŒy� or C.y/. The field C.x; y/ is then an algebraic extension of C.y/.

We will usually take x as the indeterminate and y as dependent on x. If not

both x and y appear in p.x; y/, then since p is irreducible, we can assume

p.x; y/ has the form x � c or y � c and the fields are simply C.x/ or C.y/

rather than proper extensions of them.

We said above that the function field of an irreducible algebraic curve

generates a corresponding curve in a natural way. Here’s how. Generators
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x; y of the function field KC D C.x; y/, although not uniquely deter-

mined, can be used to trace out a curve C 0: a complex value x0 of x de-

termines finitely many y-values yi determined by the algebraic dependence

p.x0; y/ D 0, and as the values of x0 fill out C, the associated pairs .x0; yi /

fill out C 0. The ordered pair .x; y/ is sometimes called a “generic point” of

C 0.
Since the above C and C 0 have the same function field, the curves are

birationally equivalent. Let � be a C-isomorphism from KC to KC 0 . Each

element of C.x; y/ is rational in x and y, and each element in C.x0; y0/
is rational in x0 and y0. Therefore under the isomorphism, each element

of one field corresponds to a rational expression in the other. In symbols,

�.x/ D r.x0; y0/ and �.y/ D s.x0; y0/, where r.x0; y0/ and s.x0; y0/ are

rational in x0 and y0. These can be written more compactly as

� ..x; y// D
�

r.x0; y0/; s.x0; y0/
�

:

Since ��1 is an isomorphism from KC 0 to KC , we have, similarly,

��1
�

.x0; y0/
�

D

�

r 0.x; y/; s0.x; y/
�

:

where r 0 and s0 are rational in x and y.

The above discussion leads to a basic prescription: starting with a “bad”

curve — one with singularities — we want to find a nonsingular curve bi-

rationally equivalent to it, for it is on nonsingular curves that evaluating

functions is problem-free and doing one-variable complex function theory

on such a curve runs smoothly. We say that any irreducible curve is a model

of its function field. Our overall aim is to find a nonsingular model of a func-

tion field of any curve with singularities. Doing this, by whatever means, is

known as desingularizing the curve. In the next section we illustrate doing

this for some simple examples.

5.13 Examples of Birational Equivalence

It’s time to illustrate the above ideas with specific examples. On p. 118 we

intuitively imagined the real alpha curve as a long, springy wire deformed

into an alpha shape, and we noted that we could transform this shape by

simply letting go, allowing the wire to return to its original straight shape.

This line serves as a natural domain for fully evaluatable rational functions.

In Example 5.19 next, we show that in the complex setting, the line and

the alpha curve are birationally equivalent. That means C is a model of
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the alpha curve’s function field, and that “functions” on the alpha curve

— elements of the curve’s function field — can be transferred to C via

function-field isomorphism.

Example 5.19. Our alpha curve has function fieldKC D C.x; y/, where y

depends on x through y2
D x2.xC 1/. The function field of a lineC 0

D C

consists of the rational functions on the line, so is KC 0 is C.x0/. To make

notation a little simpler, we write t instead of x0. We will establish that

the line and alpha curve are birationally equivalent, which means that the

complex line is a nonsingular model of the alpha curve.

To show that the line and alpha curve are birationally equivalent, we find

an isomorphism � W C.t/! C.x; y/. We will first determine the image of

t 2 C.t/ under the map. From that, it will be easy to see which elements

of C.t/ map to x and y in C.x; y/. This is equivalent to getting a ratio-

nal parametrization of x and y in terms of t , say fx D r.t/; y D s.t/g.

This parametrization establishes a link between equivalence of fields and

equivalence of curves: as t fills out the complex line C, the images un-

der � fill out the alpha curve in C
2. One could more informatively call

fx D r.t/; y D s.t/g a birational parametrization or map, establishing

a birational equivalence between the line and the alpha curve. For conve-

nience, we abuse notation a bit and also denote by � the birational map

from the line to the alpha curve.

Bézout’s Theorem can be used to get an actual parametrization. The

polynomial y2
� x2.xC 1/ defining the alpha curve has degree 3. Thus for

t ¤ ˙1, any line y D tx (t 2 C) intersects the node in multiplicity 2, and

therefore any such line intersects the alpha curve in just one other point for

a total of 3 � 1 points. Here t 2 C represents the slope of a line through

the origin, and the line intersects the alpha curve in one other point .x; y/.

In this way, Bézout’s theorem provides a link between t and points of the

curve. It’s easy to determine where the line y D tx intersects the curve

y2
� x2.x C 1/, because substituting tx for y in y2

� x2.x C 1/ gives

t2x2
D x2.x C 1/. At the non-node point of intersection, x is nonzero. We

may therefore divide by x2, giving t2 D x C 1 — that is, x D t2 � 1.

Because y D tx, we obtain the parametrization

f x D t2 � 1 ; y D t.t2 � 1/ g : .5:7/

Notice that (5.7) works even for t D ˙1. Figure 5.12 illustrates this in the

real setting.
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x

y

P = (0,0) Line of slope t 

t (                        )_t 2 1 _t 3 ,x (  ,   )y = 

FIGURE 5.12.

This parametrization shows that the alpha curve’s function field

C
�

t2 � 1 ; t.t2 � 1/
�

is C.t/ since the field contains the quotient

y

x
D

t.t2 � 1/

t2 � 1
D t : .5:8/

Importantly, note that the field isomorphism does not imply a 1:1 corre-

spondence between points of the curves. Figure 5.13 illustrates this in the

real setting.

x

y
(-1,0)

t 

0-1 1

f (0) =

f

(0,0)f (1) =f (-1) =

t ( = slope)

FIGURE 5.13.

The correspondences at the algebraic and geometric levels are illustrated in

the top and bottom parts of Figure 5.14.

In transporting complex functions from the line to the alpha curve, note

how (5.7) and (5.8) make the connection explicit. The simplest non-constant

function on the curve C is t . What function on the alpha curve does t trans-

port to? The answer appears in (5.8): it is
y
x

. The parametrization in (5.7)

“paints” C onto the alpha curve, covering its node twice, and via (5.8) it

shows that any value t0 2 C assigned to t maps to the very same numeric

value for
y
x

at the corresponding point .x0; y0/ in the alpha curve:

y0

x0

D

t0.t
2
0 � 1/

t20 � 1
D t0:
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t 

0-1 1

t y
xf

x

y

slope t =  

x (  ,   )y  

t _t 3 

x y

y
x

t 

_t 2 1

slope

x (  ,   )y  t (  )  C C

FIGURE 5.14.

In fact, we can extend t0 to include1, because when t0 has the value1,

so does
y0

x0
.

Example 5.20. Example 5.19 illustrates how a rational t-parametrization

of one curve leads to birational equivalence with C. Being equivalent to C

is a nice state of affairs since C is such a simple curve. What about the circle

x2
C y2

D 1? Does it have a rational t-parametrization? Although its fa-

miliar parametrization fx D cos.t/; y D sin.t/g might suggest otherwise,

it turns out that the idea used with the real alpha curve — we might call it

the “rotating line approach” — also works here. Though any point on the

circle will do, computation is simplified by choosing P D .�1; 0/. As with

the alpha curve, we take lines through P of slope t , illustrated in Figure

5.15.

x

y

P = (-1,0)

Line of slope t 

(       )x y,

FIGURE 5.15.
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The line through P of slope t has equation y D t.x C 1/. Substitute this

into x2
C y2

D 1 to get x2
C t2.x C 1/2 D 1, which is quadratic in x:

.t2 C 1/x2
C 2t2x C .t2 � 1/ D 0 :

The quadratic formula yields x D .�t2˙ 1/=.t2C 1/ for the x-coordinates

of the two points of intersection. The �1 term in the numerator gives the

pointP , while theC1 term yields the variable point .x; y/. We end up with

the parametrization
�

x D
1 � t2

1C t2
; y D

2t

1C t2

�

:

As t ! ˙1, the parametrized point tends to P . The parametrization also

lets us see the circle’s function field C.x; y/ in very simple terms: t is the

slope of the line y D t.xC 1/, and we can write that slope as t D y
xC1

. But

C.x; y/ contains the quotient y
xC1

, so C.x; y/ is isomorphic to C.t/.

On the surface of it, the rational parametrization of a circle seems to

have little to do with the “transcendental” one, fx D cos.t/; y D sin.t/g.

However, if we replace the slope t in the rational parametrization by tan �

and substitute this into the rational parametrization, we get

x D
1 � tan2 �

1C tan2 �
; y D

2 tan�

1C tan2 �
:

The expression for x can be rewritten as

x D cos2 �.1 � tan2 �/ D cos2 � � sin2 � D cos 2� ;

while y simplifies to

y D 2
sin �

cos �
cos2 � D 2 sin � cos � D sin 2� :

Figure 5.16 shows that the only real difference between the parametrizations

is the location of the angle’s vertex.

The rational parametrization

�

x D
1 � t2

1C t2
; y D

2t

1C t2

�

of the unit circle x2
C y2

D 1 leads to a birational equivalence between the

parameter line C and the circle, because the mapping  W C.x; y/! C.t/

defined by

 .x/ D
1 � t2

1C t2
;  .y/ D

2t

1C t2



“master” — 2011/6/15 — 17:34 — page 126 — #142
i

i

i

i

i

i

i

i

126 5. Singularities

θ
θ2

( ),x y

FIGURE 5.16.

is an isomorphism. The argument is similar to that used in Example 5.19.

The parameter line and the circle are both nonsingular, so  defines a 1:1

onto map between their points.

Example 5.21. The mappings in the above two examples can be combined

to get a birational equivalence between the unit circleC and the alpha curve

C 0. From Figure 5.15, we see that since the parameter t is the slope of the

line through .�1; 0/ and .x; y/, the point .x; y/ on the circle determines

t D y
xC1

. By substituting, this in turn determines a point .x0; y0/ on the

alpha curve with parametrization f x0
D t2 � 1 ; y0

D t3 � t/ g. We get

x0
D

�

y

x C 1

�2

� 1;

y0
D

�

y

x C 1

�3

�

y

x C 1
:

In the real setting, Figure 5.17 shows that as a point on the circle starts in

x

y

x

y

1

1
2

2

3
3

4

4

‘

‘

FIGURE 5.17.

the first quadrant and moves counterclockwise, the birational image in the

alpha curve starts in the third quadrant and sweeps along the curve into the

first, fourth and second quadrants, then cycles back into the third. The four

points in which the circle intersects an axis map to points on the alpha curve
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as follows:

.1; 0/ �! .�1; 0/

.0; 1/ �! .0; 0/

.�1; 0/ �! point at infinity

.0;�1/ �! .0; 0/

Both .0; 1/ and .0;�1/map to the node of the alpha curve.

In Example 5.19 starting on p. 122, the two points t D 1 and t D �1

in the parameter line each map to the origin of the alpha curve. In general

there will be finitely many such exceptions. By introducing the concept of

“place,” those exceptions are removed. A place is a “germ of an analytic

branch through a point.” More informally, and sufficient for our purposes,

a place with center P can be represented by the part of a branch through a

point P within an open neighborhood small enough so that any two such

representatives of different branches through P intersect in only P , and

representatives of branches through different points don’t intersect at all.

The name makes sense: “place” is a local concept, but includes more than

just a point. The following fact suggests the central importance of places;

we state it here without proof (see [Fischer], Theorem 9.3, p. 169).

Theorem 5.7. Suppose C1, C2 are two birationally equivalent projective

algebraic curves, and let � denote a C-isomorphism between their function

fields: � W KC1
! KC2

. Then � induces a 1:1 onto correspondence between

the places of C1 and those of C2.

In the next chapter, we say more about just how � induces this cor-

respondence. If C and C 0 are not only birationally equivalent, but are also

nonsingular, then there’s just one place through each point ofC and through

each point of C 0. In that case there is a 1:1 onto correspondence between

the points of C and C 0. We discuss places further on pp. 154–155.

5.14 Space-Curve Models

Why space curves? On p. 118, we imagined desingularizing the real alpha

curve by keeping one of the node’s two crossing wires on a table top and

vertically lifting the other wire to separate the branches, resulting in a curve

in R
3. But a line desingularizes the alpha curve even more simply than

the space curve, so why bother? The answer is that a plane curve can have
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millions of bad singularities, and there may exist no desingularization of the

curve in the plane. Space curves become a necessity.

Definition 5.13. A space curve in C
n is the common set C of zeros of a

collection of polynomials in n variables such thatC has complex dimension

1 at each of its points P . Topologically, the part of C in some sufficiently

small neighborhood ofP consists of finitely many disks intersecting in only

P .

In mathematics, the need for increasing the size of an object’s living

space is not an isolated phenomenon. For a little perspective, visualize a

loose knot in R
3. No matter how you orient the knot, its shadow on the

ground must cross or double over on itself. Give it an extra dimension,

however, and the shadow can be lifted to a knot having no self-intersections.

Algebraic curves respond in a similar way when given one extra dimension

of living space. It turns out that any algebraic curve in complex 2-space

with a multitude of even the worst kinds of singularities is itself a pro-

jection or shadow of some nonsingular curve in complex 3-space. This is

reminiscent of what happens with closed 2-manifolds in real 3-space. There

exists a huge variety of these, including familiar examples such as the Klein

bottle or the real projective plane, that cannot be represented in R
3 with-

out self-intersections or without identifying points as we do in making a

Möbius strip from a rectangle. But in the one higher dimension of R
4, they

can happily exist without self-intersections or identifications. With alge-

braic curves, that one extra complex dimension makes all the difference.

One trick used earlier — the rotating line method — can be adapted to

increase a singular curve’s living space and construct a nonsingular curve

having the same function field. We used this method to get a birational

parametrization of the alpha curve, and we did the same for the circle. The

idea also works beautifully to desingularize one or more ordinary singu-

larities of arbitrarily high order. Although the phrase “rotating line” makes

good geometric sense in the real setting, we abuse terminology a little and

continue to use this terminology in the complex setting, too. Seeing how this

method works for the alpha curve reveals the essential idea in its simplest

form. After that, applying the method to a single higher order ordinary sin-

gularity and then to several such singularities allows the approach to unfold

naturally. Therefore in Example 5.22 next, we use the rotating line method

to make precise the intuitive idea of separating crossed wires, mentioned on

p. 118.
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Example 5.22. In Example 5.19 on p. 122, we learned that the line of slope

t through the origin of the alpha curve y2
D x2.xC 1/ intersects the curve

in the point
�

t2 � 1 ; t.t2 � 1/
�

. Since under the parametrization the node

corresponds to the two different values t D ˙1, we can desingularize sim-

ply by using t as a tag in an additional, third coordinate. The function of this

tag is that it lifts the alpha curve into a new curveC 0 in 3-space parametrized

by
. t2 � 1 ; t.t2 � 1/ ; t / :

Notice that suppressing the third coordinate in this parametrization corre-

sponds to projecting C 0 back down to C , making C the shadow of C 0.
Figure 5.18 shows this shadow — the original singular curve C in the

.x; y/-plane — together with the desingularized curve C 0 that lies on the

surface t D y
x

. This real surface was sketched by drawing lines in the

.x; y/-plane through the origin and then translating each line up or down

by an amount equal to its slope.

x

y

t

C

C ‘

FIGURE 5.18.

Is C 0 algebraic in the sense that it is defined as the common set of zeros

of polynomials in CŒx; y; t �? It is the intersection of two surfaces in 3-space.

The equation for the first is obtained by omitting the first coordinate in

the parametrization of C 0 to get the cubic cylinder y D t3 � t . Omitting

instead the second coordinate yields the parabolic cylinder x D t2 � 1.

Their intersection isC 0. Figure 5.19 depicts this alternate way of visualizing

C 0. Figures 5.18 and 5.19 provide suggestive pictures of the situation, but

everything actually takes place in the complex setting, where the curves and

surfaces live in C
2 and have real dimensions 2 and 4.
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C

FIGURE 5.19.

The remaining question: is C 0 nonsingular? Yes, because the part of

C 0 about any point of the curve is locally the graph of a function that’s

not only holomorphic, but polynomial. This comes from using t as a tag in

the z-variable, and it means that we can choose the z-axis as domain. For

example, the origin of C is a node, but the part of C 0 around the origin in

C
3 is the graph of the vector-polynomial function .z2

� 1; z3
� z/ and is

therefore smooth. The vector polynomial tells us that all points of C 0 in C
3

are nonsingular.

5.15 Resolving a Higher-Order

Ordinary Singularity

The rotating line method is powerful enough to resolve any ordinary singu-

larity of a curve C in C
2 defined by an irreducible polynomial p.x; y/. We

assume that the degree of p is n, and that coordinates are chosen so that the

singularity is the origin.

Let Lt denote the complex line y D tx through the origin with complex

slope t , and let St denote the intersection of Lt with C.p/ n f.0; 0/g. If the

singularity has order r , then by Bézout’s theorem St consists of n�r points

(less any others that happen to be at infinity). For each value t0 of t , lift St0

to the plane C
2 in C

3
D Cx � Cy � Ct defined by t D t0. Geometrically,

this lifts the intersection points from their original plane into 3-space so that

the “complex lifting height” is the slope of the rotated line Lt . Lt always

intersects the curve in the origin, but because the intersection of Lt is with

C.p/ n f.0; 0/g, these intersection points are missing in the lifted curve.

For example the lifted alpha curve would have two holes in it — one at
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.0; 0; 1/ and one at .0; 0;�1/. We now plug up these holes by taking the

topological closure of the lifted curve to get an algebraic space curve C 0.
Since the singularity is ordinary, the r branches of C through the origin

have r distinct slopes, so each is lifted to a different height. In taking the

topological closure, r different holes are plugged up. All this formalizes and

extends the notion of separating crossed wires in the springy wire analog

mentioned earlier. All branches have been separated and the resulting curve

is nonsingular.

In mathematics, an object can often be constructed in two “dual” ways:

building up by taking the union of smaller pieces, or cutting down by in-

tersecting larger pieces. The above description uses the union approach: the

space curve is the union of lifted sets of points. The intersection approach

runs as follows. In C
3
D Cx�Cy�Ct , the zero set of p.x; y/ defines a sur-

face of complex dimension two — an “algebraic variety.” The real portion

of this could be called the cylindrization in the t-direction of the original

plane curve. Let V denote this surface minus the t-axis. In Cx �Cy �Ct ,

the zero set of y � tx defines another surface W . The real portion of this

looks like a corkscrew making just one turn as jt j increases without bound.

The space curve is the topological closure of V \ W . For further details,

see [Fulton], Chapter 7.

5.16 Examples of Resolving

an Ordinary Singularity

In this section we look at some concrete examples of desingularizing an

ordinary singularity. Such singularities arise in many familiar examples of

plane algebraic curves, but one good source are roses. Although they are

typically defined in the real setting by polar coordinates, they are often

algebraic, and a real rose defined by a polynomial p.x; y/ extends to an

algebraic curve in C
2 or P

2.C/ when x and y take on complex values.

Example 5.23. Perhaps the simplest real rose is Bernoulli’s lemniscate,

which looks like a figure 1. The principles outlined in section 1.10 on

Designer Curves certainly allow us to create a two-leaved rose. With a little

luck, our equation may turn out to be that of Bernoulli’s lemniscate. Put

the singularity at the origin, and let the two tangent lines to the figure1

be y D ˙x. We therefore make x2
� y2 the initial part, and choose some

sufficiently large power .x2
Cy2/n as leading term to bound the real curve.
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Choosing n D 2 gives us this fourth-degree equation:

.x2
C y2/2 D x2

� y2:

This in fact is the cartesian equation of the Bernoulli lemniscate.

To find a parametrization of this curve, let’s apply the rotating line method.

When t2 ¤ 1, the line y D tx through the origin isn’t tangent to the

lemniscate and therefore intersects it at the origin with multiplicity 2. By

Bézout’s theorem, such a line intersects the curve in two other points (real,

complex or at infinity) to make a total of 4 points. These two points are

symmetric with respect to the origin, and in R
2 we see them only when

the line’s slope t is in the real interval .�1; 1/. Figure 5.20 illustrates the

situation.

x

y

Line of slope t 

, (                      )
_

t 2 
1

t x (  ,   )y = 
 2       1+

1 
_ t 2 1 

_

t 

FIGURE 5.20.

Because the lemniscate’s equation is quite simple, we can substitute tx for

y in its equation and solve for nonzero x, getting

x D ˙

p

1 � t2

1C t2
:

Of course since y D tx, y is just t times this. The set St thus consists of

the two points

˙

 p

1� t2

1C t2
; t

p

1 � t2

1C t2

!

;

and St lifts to
 

˙

p

1� t2

1C t2
; ˙t

p

1 � t2

1C t2
; t

!

:

The union of these liftings fills out a curve with points missing at .0; 0; 1/

and .0; 0;�1/. In the real portion, plugging these holes connects two bent
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semicircles, making a topological circle. Using Mathematica or Maple, plot-

ting these points for real t gives a good sense of what the real space curve

looks like, since we can rotate its plot on-screen. A simple physical exper-

iment also approximates the real curve: give a thin rubber band a 90ı twist

and a pinch to form a figure 8, then slowly separate the touching points

into a twisted circle. The circle should resemble what you get by twisting

in opposite directions two antipodal points of a springy wire circle.

Example 5.24. We state without proof a few methods for creating a va-

riety of roses, all of which have a single singularity at the origin. Fortu-

nately, expressions involving <.zn/ or =.zn/ efficiently produce polyno-

mials homogeneous in real variables x and y appearing in the Cartesian

equations of many real roses. If we let x and y assume complex values, any

such equation defines an algebraic curve in C
2 whose real portion agrees

with the original real curve.

� Roses r D cos n� when n is odd. For odd n, r D cos n� defines an

n-leaved rose in R
2, where we use the methods of analytic geometry to get

the real sketch. In Cartesian coordinates, the polynomial equation for this

real curve is

.x2
C y2/

nC1
2 D <.zn/ :

It has degree nC1, and by letting x and y take complex values, it defines an

affine or projective complex curve. It turns out that .x2
C y2/

nC1
2 �<.zn/

is irreducible, so the curve is, too. In R
2, the rose has n distinct real tangent

lines at the origin, and this correctly suggests that the extended curve in

C
2 has an ordinary singularity at the origin of order n. For odd n, the four

equations

.x2
C y2/

nC1
2 D <.zn/

.x2
C y2/

nC1
2 D =.zn/

.x2
C y2/

nC1
2 D �<.zn/

.x2
C y2/

nC1
2 D �=.zn/

define four different real n-leaved roses successively rotated about .0; 0/ by

�
2n

(that is, by a quarter the petal angle 2�
n

), and these equations turn out

to define irreducible algebraic curves in C
2 when x and y assume complex

values.

� Roses r D cos n� when n is even. When n is even, r D cos.n�/

defines in R
2 a real 2n-petal rose, and we see n double-line tangents. That
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means the singularity at the origin in C
2 must be nonordinary. The curve’s

Cartesian equation is .x2
C y2/nC1

D

�

<.zn/
�2
: It happens that the poly-

nomial .x2
Cy2/nC1

�

�

<.zn/
�2

is irreducible, so the curve in C
2 defined by

it is irreducible. Interestingly, if n is instead odd, .x2
C y2/nC1

�

�

<.zn/
�2

has the form a2
�b2 and is therefore reducible. Its curve is the union of two

n-leaved roses, each the reflection about the origin of the other.

When n is even, replacing
�

<.zn/
�2

by <.z2n/ splits up each double

tangent to make the singularity ordinary. The equation for such a 2n-leaved

rose is therefore

.x2
C y2/nC1

D <.z2n/ :

It can be checked that for any n— even or odd — the equations

.x2
C y2/nC1

D <.z2n/

.x2
C y2/nC1

D =.z2n/

.x2
C y2/nC1

D �<.z2n/

.x2
C y2/nC1

D �=.z2n/

define four different real roses of 2n-petals, successively rotated about the

origin by a quarter of the petal angle. In each case the corresponding curve

in C
2 is irreducible and has an ordinary singularity of order 2n at the origin.

Note that n D 1 yields Bernoulli’s lemniscate together with three other

successive rotations of it by 45ı.

1

1 1

1 2 -1

1 3 -3 -1

1 4 -6 -4 1

1 5 -10 -10 5 1

1 6 -15 -20 15 6 -1

i

i

i

i

i

i

i

i

i

i

i

i

FIGURE 5.21.

Figure 5.21 facilitates converting <- and =-expressions into polynomi-

als. Row n of the Pascal Triangle in the figure corresponds to the expansion
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FIGURE 5.22.

of .1 C i/n. (The top “row” consisting of just 1, is row 0.) In row n, the

coefficients of <.zn/ have squares drawn around them. The coefficients of

i in row n are those of =.zn/.

Example 5.25. Choosing n D 3 in .x2
C y2/

nC1
2 D <.zn/ produces the

equation

.x2
C y2/2 D Œ<.z3/� D x3

� 3xy2

whose real portion is a trefoil. This appears at the left in Figure 5.22. Choos-

ing n D 2 in .x2
C y2/nC1

D <.z2n/ gives

.x2
C y2/3 D <.z4/ D x4

� 6x2y2
C y4

whose real portion is the four-leaf rose, appearing on the right in the figure.

All four tangent lines are distinct, so the singularity of the curve in C
2 is

ordinary. Compare this with the four-leaf rose appearing in Figure 5.1 on

p. 96. That rose has a non-ordinary singularity at .0; 0/, and its equation is

.x2
C y2/3 D Œ<.z2/�2 D .x2

� y2/2 :

Example 5.26. We can use the rotating line method to desingularize the

trefoil in Figure 5.22 defined by

p.x; y/ D .x2
C y2/2 � x3

C 3xy2:

This fourth-degree polynomial has order 3 at the origin, so its singularity is

of order 3. The lowest-order part of p factors into x.
p

3yCx/.
p

3y�x/ so,

as Figure 5.22 suggests, the three tangent lines at the origin are distinct and

the singularity is ordinary. By Bézout’s theorem, any line through the origin

intersects the trefoil in deg.p/ D 4 points, and except for intersections with

the three tangent lines, exactly 3 of these 4 are at the origin. Any non-

tangent line through the origin uniquely determines a non-origin point of

the trefoil in C
2. Because one tangent line is the y-axis, we parametrize the
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lines by x D ty to avoid the case when t D 1. Substituting ty for x in

p.x; y/ D 0 leads to

y4.1C t2/2 D .ty/3 � 3ty3 ;

which can be solved for nonzero y as y D t3�3t
.1Ct2/2 . Put t in the third coor-

dinate; the coordinates of the lifted St are then

�

t4 � 3t2

.1C t2/2
;
t3 � 3t

.1C t2/2
; t

�

:

As t varies throughout C, these liftings fill out a curve with holes at .0; 0; 0/,

.0; 0;
p

3/, .0; 0;�
p

3/. Plugging the holes by taking the topological closure

produces a nonsingular space curve birationally equivalent to the trefoil. An

argument similar to that in Example 5.22 beginning on p. 128 shows that it

is algebraic and nonsingular.

Example 5.27. We mentioned in Example 5.25 that the four-leaved rose in

Figure 5.22 has equation

.x2
C y2/3 D x4

� 6x2y2
C y4 :

Its degree is 6 and its order at the origin is 4; the singularity is ordinary

of order four. Any line though the origin not tangent to the curve there

intersects the curve in two non-origin points in C
2 symmetric with respect

FIGURE 5.23.
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to the origin. Substituting y D tx into the curve’s equation leads to

x2
D

1 � 6t2 C t4

.1C t2/3
:

This makes sense: any line through the origin intersects the curve in two

complex points having x-components that differ only in sign. Using t as

a tag lifts the two points to the t-level. Figure 5.23 shows the space curve

along with the original rose in the plane as the shadow at the bottom of

the surrounding coordinate box. In this real view, the heavily drawn parts

correspond to choosing the negative square root, and the lightly drawn to

the positive.

The two dark dots on the space curve project down to the corresponding

dots on the plane rose, and the �’s show where the space curve trivially

projects to the same point on the plane curve. Some lines y D tx appear to

intersect the real rose in only the origin because the other two points have

nonreal coordinates.

Example 5.28. Sometimes the rotating line method can remove nonordi-

nary singularities. A famous example is the cusp y2
D x3 which, when

lifted this way, has general point . t2 ; t3 ; t / . Choosing the t-axis as do-

main makes the curve the graph of the smooth vector function .t2; t3/. The

method also works for any curve ym
D xn where m and n are relatively

prime.

5.17 Resolving Several

Ordinary Singularities

The rotating line method works for a single ordinary singularity, but what

about a curve with two or more of them? The Lissajous figures on p. 101

suggest how easy it is to manufacture curves having millions of nodes. For-

tunately, the line slope approach can be made to work for any number of

ordinary singularities. We sketch the method here, leaving it to the reader to

consult a more detailed treatment such as the one in Chapter 7 of [Fulton].

The rotating line method gives a simple, intuitive way of presenting the

lifting idea, sometimes called “blowing up a point.” Importantly, the set of

all complex lines through a fixed point P covers each point of C
2
nfP g

exactly once. But we could equally well let a point .x; y/ wander about,

visiting each point of C
2
n fP g exactly once. Whenever it encounters a

point of the curve, record the point’s location along with its complex slope
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2

P

P
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1
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slope t
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FIGURE 5.24.

with respect to P . This slope, as a tag to form a triple, lifts the point from

C
2 to C

3. This wandering point idea directly generalizes to several points.

Let’s suppose, therefore, that the plane curve C has N ordinary singu-

larities at P1; � � � ; PN , and let .x; y/ be a point wandering about, visiting

each point of C
2
nfP1; � � � ; PN g exactly once. When .x; y/ encounters a

point of C , record its location along with the (usually complex)N slopes ti
with respect to each of the N points Pi . Add all N tags to .x; y/ to make

the .NC2/-tuple .x; y; t1; � � � ; tN /, which represents a lifting of .x; y/ into
�

C
2
nfP1; � � � ; PN g

�

�C
N . The end result is that the topological closure in

C
2
� C

N of this lifting turns out to be a nonsingular algebraic curve. The

part of the lifted curve near a lifting of Pi is the graph of a vector-valued

holomorphic function.

Figure 5.24 shows the situation for a curve C having three nodes. For

i D 1; 2; 3, the complex number ti is the slope of the line through Pi

and .x; y/. The point .x; y/ on the plane curve gets lifted to the point

.x; y; t1; t2; t3/ 2 C
5. For convenience, we can choose coordinates so that

none of the N lines has infinite slope.

5.18 Quadratic Transformations

Quadratic transformations are an especially symmetric type of birational

transformation. We don’t go into detail, but just outline their main features.

They are important because they can transform any singularity of a plane

curve into an ordinary singularity, while keeping the transformed curve

in the plane. In fact, there’s always some sequence of quadratic transfor-
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mations making all singularities ordinary. After all singularities have been

transformed into ordinary ones, the method of the last section can be used

to desingularize the curve, although the resulting nonsingular curve may be

in a much higher-dimension space and may also have a higher degree. As

a final step, however, it is always possible to project this nonsingular curve

in a high-dimensional space into C
3 while keeping it nonsingular. (See, for

example, Chapter VI, Sec. 4.4 of [Walker].)

Quadratic transformations are defined very simply on the projective

plane, so let .x; y; z/ be homogeneous coordinates defining a point in P
2.C/.

Definition 5.14. The standard quadratic transformation of .x; y; z/ is

.yz; xz; xy/:

It maps all but three points of P
2.C/ to P

2.C/, the exceptions being

what might be called “the three origins” — the three points where the co-

ordinate axes x D 0, y D 0 and z D 0 intersect pairwise. These are points

having two zero entries, so their computed image is .0; 0; 0/, which is not

a point of P
2.C/ but rather the empty set there. At points of P

2.C/ off

the three coordinate axes, the transformation is its own inverse since then

xyz isn’t zero and applying the transformation twice to the projective point

.x; y; z/ gives the same projective point:

.x; y; z/! .yz; xz; xy/ ! .xzxy; yzxy; yzxz/ D xyz.x; y; z/ ;

this last determining the same projective point as .x; y; z/.

If a curve C is defined in P
2.C/ by a homogeneous polynomialh.x; y; z/,

we can apply the quadratic transformation to the argument .x; y; z/ to get

h.yz; xz; xy/. In keeping with the name “quadratic,” this transformation

doubles the degree of h. To carry out the quadratic transformation on an

affine curve, first homogenize p.x; y/ to h.x; y; z/, find h.yz; xz; xy/ and,

if desired, dehomogenize at z D 1 to get its affine image.

The following example illustrates the computation, and shows a non-

ordinary singularity becoming ordinary.

Example 5.29. The curve defined by x4
� y2

� y4 has lowest-degree part

y2, so the origin is a nonordinary point, the line tangent there being double.

This is reflected in the left picture in Figure 5.25. The homogenization of

the defining polynomial is h.x; y; z/ D x4
� y2z2

� y4, and applying the

standard quadratic transformation to it gives

.yz/4 � .xz/2.xy/2 � .xz/4 D z2.y4z2
� x4y2

� x4z2/ :
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FIGURE 5.25.

Setting z D 1 gives

y4 � x4y2 � x4 :

Its real part appears in the right picture of Figure 5.25. The singularity looks

ordinary, but is it? The lowest-degree part y4 � x4 factors as

.y � x/.y C x/.y � ix/.y C ix/ ;

revealing that in addition to the tangent lines of slope ˙1, there are two

others of slope ˙i . Since the four slopes are different, the singularity is

indeed ordinary of order 4.

For more on quadratic transformations, see [Coolidge], p. 196–212,

[Fulton], Chapter. 7, Sec. 4, or [Walker], p. 74–86, as well as p. 137 there.

See [B-K] for a clear and extensive discussion of desingularizing curves.

We end this chapter with a picture of a real curve having a generous

allotment of cusps and nodes. At the beginning of Chapter 1, we mentioned

that curves obtained by rolling one along another can generate algebraic

curves. Hypocycloids, for example, are generated by a point on a circle as

it rolls without slipping along the inside of a larger circle. If the circles’

radii are rationally related, the hypocycloid is an algebraic curve and can be

parametrized by

fx D m cos.nt/ C n cos.mt/ ; y D m sin.nt/ � n sin.mt/g :

These and other roulettes played an important historical role because by us-

ing them, the ancient Greeks were able to include in their models of heav-

enly movements the vexing, mysterious retrograde motions of the “wander-

ers” — the planets. As a result of their wrong-headed geocentric approach

to the problem, they became veritable experts in a range of roulettes.

In Figure 5.26, m D 25 and n D 19. This and others like it can be

shown to be algebraic using the same kind of argument in Example 1.2 on

p. 10: convert x and y2 to polynomials in T D cos t and use the resultant of

these polynomials to eliminate T , obtaining a polynomial p.x; y/ of large

degree.
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FIGURE 5.26.
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CHAPTER 6

The Big Three: C, K, S

There are three central players in our subject. Although to the unsuspecting

they may appear quite different, the unreasonable truth is that they’re one

and the same, each in different clothing. Without all the proper definitions

just yet, they are

� C , an irreducible curve in P
2.C/;

� K, a field of transcendence degree 1 over C;

� S , a compact Riemann surface which, for the moment, can be thought

of as a nonsingular curve in P
3.C/.

Each of these three has a notion of equivalence, and there are equiva-

lences from any one to any other.

Uniting the apparently dissimilar is nothing new to science. Uncovering

unsuspected relationships is a hallmark of scientific progress. Examples:

� Descartes discovered the connection between Euclidean geometry and

algebra, two huge branches of mathematics that for many centuries had led

mostly separate lives. His coordinate system allowed us to translate between

geometry and much of algebra. This relation eventually expanded to alge-

braic geometry, of which algebraic curves is a part.

� Before Newton, there was on the one hand “terrestrial physics” and

on the other, “celestial physics.” His force laws and Universal Law of Grav-

itation united them into one physics.

� Darwin uncovered the kinship between various forms of life, and in

modern times this kinship has been extended to show DNA overlap between

virtually any two forms of life — a broad and enlightening unity.

� Einstein’s E D mc2 established his famous link between mass and

energy, previously thought to be separate. The same is true of Minkowski’s

insight that Einstein’s Special Theory implied a single entity, space-time;

143
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space and time were considered unrelated before that. Even mass-energy

and space-time became quantitatively linked in Einstein’s General Theory.

In algebraic curves, not only do C , K and S share an essential unity.

In a natural way there are mappings between them that fall into a diagram.

Each of C , K and S has a natural notion of equivalence that divides them

into equivalence classes C ,K and S . Figure 6.1 shows the two versions:

C

SK

ff

e

e e

gg

h

h

1

1

1
2

2

2

C

SK

C

SK

f g

h

FIGURE 6.1.

In the next sections we explain Figure 6.1. What we say will vary from

a cursory reminder of something we’ve met earlier in this book, to more

detailed comments and examples surrounding new material. Some of the

results we meet are deep and have nontrivial proofs. In the interests of space

we often just state results, giving references to proofs in other books.

About the organization in explaining the figure: The left diagram de-

scribes the more concrete, while the right one describes the more general.

For example in the left diagram, C represents the totality of individual al-

gebraic curves in P
2.C/, and a map such as f1 associates to each curve a

particular field. The left diagram therefore describes a universe of concrete

examples. Similarly for K and S . A map such as eC denotes birational

equivalence, and leads to the diagram on the right by dividing the collection

of curves into classes C of mutually birationally equivalent curves. Simi-

larly, eK gathers fields into mutually isomorphic classes K, while eS par-

titions all compact Riemann surfaces into subcollections S of conformally

equivalent Riemann surfaces. (See Definition 6.5 on p. 146.) The maps f ,

g and h are now naturally and uniquely determined, each being 1:1 and

onto.

We discuss the vertices of the diagrams first, then edges giving relations
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between the vertices. We begin with function fields, then compact Riemann

surfaces, then curves.

6.1 Function Fields

Definition 6.1. A field K has transcendence degree 1 over C if it is an

algebraic extension of C.t/, where t is an indeterminate. Therefore K has

the form C.t; ˛1; : : : ; ˛r/, where each ˛i satisfies a polynomial equation

with coefficients in C.t/.

In the context of algebraic curves, we have:

Definition 6.2. A function field K is any field of transcendence degree 1

over C.

For any field C.t; ˛1; : : : ; ˛r/ in Definition 6.2, the Theorem of the

Primitive Element tells us that there exists a single ˛ algebraic over C.t/ so

that C.t; ˛1; : : : ; ˛r/ is isomorphic to C.t; ˛/. For a proof see, for example,

pp. 126–7 of [van der Waerden, vol. I].

Definition 6.3. An equivalence eK W K1  ! K2 is a field isomorphism

between function fields K1 and K2 that is the identity on C. We call this a

C-isomorphism.

Notation. We denote by K the set of all equivalence classes of function

fields under eK .

Comment 6.1. We will see later that a genus g can be attached to any

function field. It turns out that there is only one equivalence class having

g D 0, while the equivalence classes of fields of g D 1 can be parametrized

by two real variables, and those function fields of a particular g > 1 can be

parametrized by 6.g � 1/ real variables.

Example 6.1. We met two function fields in Example 5.19 on p. 122: the

field C.t/ of a line, and the field C.x; y/ of the alpha curve, with y depen-

dent on the indeterminate x via the alpha curve’s irreducible polynomial

equation. In Example 5.20 on p. 124, we met the function field C.x; y/,

where this time y depends on x through a circle’s defining irreducible poly-

nomial. We showed in these examples that the fields of the alpha curve and

of the circle are both isomorphic to C.t/. The line has genus g D 0 and be-

cause there is just one equivalence class having g D 0, these isomorphisms

show that the alpha curve and the circle, whose equations define curves in

P
2.C/, also have genus 0.
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6.2 Compact Riemann Surfaces

We have seen in Chapter 4 that a nonsingular projective curve is a compact,

orientable 2-manifold of genus g — that is, a topological sphere with g

handles. But it has more structure than just a topological manifold. By the

Implicit Function Theorem (Theorem 4.3 on p. 81), about each of its points

the nonsingular curve is locally the graph of some complex analytic func-

tion, and this additional structure allows us to give the manifold a locally

complex-analytic structure, yielding a compact Riemann surface. Here is

the definition.

Definition 6.4. A compact Riemann surface S is a compact 2-manifold

together with a collection fUi ; �ig satisfying

� The Ui are countably many open sets covering S .

� Each �i is a homeomorphism from Ui to an open set �i .Ui / � C.

� For any i; j for which Ui \ Uj ¤ ;, y D �j .�
�1
i .x// biholomorphi-

cally maps �i .Ui \ Uj / onto �j .Ui \ Uj /.

i

Ui Uj

C C

1-

f
f

j

f
j i
f

x y
x

ix

y

iy

1 1

2 2

FIGURE 6.2.

We can think of the ��1
i , ��1

j as defining local complex coordinates in

each Ui , Uj , and that whenever Ui \ Uj ¤ ;, their local coordinates are

biholomorphically related. Note that by the definition of a 2-manifold, a

Riemann surface is topologically connected. (See (Definition 4.7 on p. 84.)

An argument like that in section 4.6 shows that a Riemann surface is ori-

entable.

Definition 6.5. A 1:1 onto mapping eS W S  ! S 0 is a conformal equiv-

alence between Riemann surfaces S and S 0 if and only if S and S 0 have
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structure-defining coverings fUig and fU 0
i g D feS.Ui /g so that eS is biholo-

morphic between the �i .Ui / and �0
i .U

0
i /. Conformally equivalent Riemann

surfaces are also called biholomorphically equivalent.

Notation. We denote by S the set of all equivalence classes of compact

Riemann surfaces under the equivalence eS .

Comment 6.2. It is easy to check that any complex projective nonsingular

curve inherits the structure of compact Riemann surface through its embed-

ding in P
2.C/.

We now look at a few specific constructions of compact Riemann sur-

faces.

Example 6.2. We can give an ordinary sphere the structure of compact

Riemann surface. Choose as a model the sphere of diameter 1 centered at

the origin of R
3, and cover the sphere by two open sets: U1 is the sphere

minus the north pole and U2 is the sphere minus the south pole. In Figure

6.3, a copy of C is tangent to the sphere at the south pole, and another copy

P

P( )
1

P( )
2

1

i

1

i

f

f

FIGURE 6.3.

of C slides along a line of longitude to the north pole where it’s still tangent

but upside down. Let �1 be the projection from the north pole to the plane

tangent to the south pole. Let �2 be the projection from the south pole to the

plane tangent to the north pole. These projections associate any pointP on

the sphere corresponding to x D rei� on the lower plane, with y D 1
r
e�i�

on the upper plane. The map connecting the two local coordinate systems

on the sphere is y D 1
x

, which is biholomorphic on �1.U1 \ U2/.

Example 6.3. We’ve said that there are infinitely many conformally dis-

tinct compact Riemann surfaces of genus 1, their equivalence classes being
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parametrized by two real variables. Although we show here just one way

of giving a torus the structure of Riemann surface, our construction imparts

the flavor of others. To begin, think of the torus as the topological product

of two circles and cut it along two intersecting circles so the surface can be

unwrapped and laid out on a plane as a rectangle. Figure 6.4 shows the cut

torus starting to unwrap, with the oriented cut edges labeled a and b. The

a

b

FIGURE 6.4.

torus can be represented as R
2 modulo the lattice generated by the rectan-

gle vertices. Figure 6.5 depicts the rectangle as the square having diagonal

vertices .0; 0/ and .1; 1/, so the lattice generated by its vertices consists of

integer pairs .m; n/. The plane is tiled this way by unit squares, and any

two points in the plane are identified if their coordinates differ by integers.

In any one square, opposite sides are identified, and the identified sides cor-

respond to one of the two circles cut on the torus.

a

a

bb

FIGURE 6.5.

This cutting and the identifications naturally define a splitting up of the

torus in Figure 6.4 — or equally well, of the closed unit square — into four
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disjoint sets. They are: 1 open face, 2 open intervals (edges) and 1 point

(the 4 identified vertices). These four sets can be covered by four open sets

in the plane: an open square, two open rectangles, and one open disk. This

can be seen in Figure 6.5, keeping in mind the identifications. If the picture

is appropriately laid over the complex plane, then the identity map y D x

serves as the biholomorphic map between any two overlapping open sets,

thus turning the torus into a Riemann surface.

Example 6.4. We extend Example 6.3, showing how to construct infinitely

many conformally distinct compact Riemann surfaces of genus 1. Although

a torus is the product of two circles, we’ve said nothing about the relative

sizes of the circles. They can differ greatly — think of a garden hose with

its ends screwed together. The torus would then be represented as a tiling

of the plane by congruent strip-like rectangles. In fact, rectangles could be

replaced by congruent parallelograms corresponding to, say, horizontally

shearing the picture in Figure 6.5. In any case, the same type of covering

may be used, the picture being drawn on C and the identity map y D x

defining biholomorphic maps. Note that “biholomorphic” implies confor-

mality — the map is angle-preserving. So although any parallelogram de-

fines a Riemann surface, the resulting Riemann surfaces may not be con-

formally equivalent. For example, vertically compress Figure 6.5 to half

its height. Under this compression, most angles change, some decreasing

in size, others increasing, so the two associated Riemann surfaces are not

conformally equivalent.

Example 6.5. A compact orientable topological manifold of any genus can

be made into a Riemann surface. We’ve already done this for g D 0 and

g D 1. To proceed inductively, we increase by one the genus of any compact

orientable topological manifold by cutting a hole in both the manifold of

genus g and a torus, and then gluing together the cut edges to obtain a

manifold of genus g C 1. Figure 6.6 depicts doing this to get a genus 2

manifold from two tori.

The top row shows two tori, each with a hole cut out. Notice the labeling

showing how opposite edges are to be identified, with arrows agreeing in

direction. All four vertices of each square are identified to one point, the

point where the two circles on the original torus met. In the second row,

each hole’s edge is straightened, and now five points are identified to one.

In the bottom picture, the straightened edges have been glued together, the

whole figure forming a regular polygon of 8 D 4g sides. Identifying sides

so that arrow directions agree produces a manifold of genus 2. To make this
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FIGURE 6.6.
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FIGURE 6.7.

into a Riemann surface, we need to define the maps �i . Figure 6.7 indicates

the idea.

On the open octagonal interior, use the identity map y D x with an un-

derlying copy of C. For a typical side, the two-tone open rectangle attached

to the lower a1 can similarly be assigned the identity map. Then trim off the

darker half and sew it back on the upper a1 as indicated, respecting arrows.

Since the two sides are identified, the result is still a connected open set

on the manifold. As for the vertices, the angular opening of the dark pie-

shaped area is � �� D � � 2�
4g
D

�.2g�1/
2g

. There are 4g of these for a total

angle of 2�.2g � 1/. Since the 4g vertices are identified to a single point,

that one point has an angle of 2�.2g � 1/ around it. The map y D x2g�1

obligingly multiplies any angle by 2g � 1, as required. In Figure 6.7, use

y D x2g�1
D x3 translated to each vertex and applied to the pie-shaped

area there. Notice that we used the map y D x2g�1 on the rectangle model

of the torus, because in that case y D x2g�1 reduces to y D x. We did the

same for the sphere, since g D 0 means y D x�1.

To keep things in perspective, the above example assumes the 4g-gon is

regular so it constructs only one specific Riemann surface for each g > 0.

As in turning a rectangle into a compact Riemann surface, applying a linear

transformation that changes the shape of the 4g-gon changes angles within

it, and therefore leads to different Riemann surfaces of genus g. Since there

is just one conformal class of compact Riemann surface of genus 0, the

associated parameter space of conformal classes consists of just one point.

On the other hand, the conformal classes of compact Riemann surfaces of

genus 1 are parametrized by a parameter space of real dimension 2. For a

sneak preview of what parameter spaces can look like, see Figure 6.11 on
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p. 162. It turns out that for g > 1, the parameter space has real dimension

6g � 6. (See, for example, (4.12) of [Clemens] or Chapter. XI, Lemma 4.9

of [Miranda].) Example 6.5 indicates how to construct a Riemann surface

corresponding to just one point in each of these parameter spaces.

6.3 Projective Plane Curves

We have defined irreducible projective curve C � P
2.C/ in Definition 3.2

on p. 46, taking C to be the set of complex 1-subspaces of C
3 in the zero

set of the homogenization h.x; y; z/ of p.x; y/. Alternatively, C may be

looked at as the topological closure in P
2.C/ of a curve defined in C

2
�

P
2.C/ by an irreducible polynomial p.x; y/. To simplify things, we will

assume coordinates have been chosen so that C is not the line at infinity.

Equivalence eC in Figure 6.1 is birational equivalence. We defined the

function field of an affine curve in Definition 5.10 on p. 119 and birational

equivalence in Definition 5.12 on p. 120. These definitions have projective

analogs:

Definition 6.6. Let C be the zero set of an irreducible homogeneous poly-

nomial h D h.x; y; z/. Then .h/ consisting of all CŒx; y; z�-multiples of h

is a prime ideal in CŒx; y; z�. Let D be the integral domain CŒx; y; z�=.h/.

Any element of D can be represented by some homogeneous polynomial

in CŒx; y; z�, and every nonzero element of D is represented by some ho-

mogeneous polynomial relatively prime to h. The function field of an irre-

ducible curve C � P
2.C/ is the field of quotients g=h, where g and h are

homogeneous of the same degree and h is nonzero in D.

Definitions 5.10 and 6.6 in fact give the same function field, in the sense

of this basic result:

Theorem 6.1. The function field of an irreducible curve C � P
2.C/ is

isomorphic to the function field of any curve in C
2
� P

2.C/ whose topo-

logical closure is C .

For a proof, see [Kunz], Theorem 4.4, pp. 34–5.

From Definition 5.12 on p. 120, curves C1 andC2 are birationally equiv-

alent if and only if their function fields K1 and K2 are C-isomorphic. We

write eC WC1  ! C2:

The diagrams in Figure 6.1 are suggestive. We used the left side of each

diagram in defining birational equivalence of curves, but we can equally

well use the right side, looking instead at conformally equivalent Riemann
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surfaces instead of isomorphic function fields. Here’s a definition equivalent

to Definition 5.12.

Definition 6.7. Curves C1 and C2 are birationally equivalent if and only

if their Riemann surfaces S1 and S2 are conformally equivalent. We again

write eC WC1  ! C2

As we’ve noted before, a birational map between two curves is not al-

ways 1:1 on points of the curves. For example, we saw in Chapter 5 that

in desingularizing a node, the branches through the node separate under the

birational map into branches having distinct centers. However, Theorem 5.7

on p. 127 tells us something important: any birational map from one pro-

jective curve to another maps in a 1:1 onto manner the places of the first

curve to those of the other. We discuss this further in the next section.

Notation. We denote by C the set of all birational equivalence classes

of curves under the equivalence eC defined in either Definition 5.12 or

Definition 6.7.

A basic fact about C : A birational transformation applied to a curve

keeps the curve’s image in C fixed, its function field isomorphism class in

K fixed, and its Riemann surface conformal class in S fixed. At every stage

in desingularizing a curve, all images in the right diagram of Figure 6.1

stay put. This applies as well to projecting a nonsingular curve in a high

dimensional space to a nonsingular model in P
3.C/. In particular, at each

stage of desingularizing, the genus never changes. For positive genus, the

point in the space parametrizing Riemann surfaces of a given genus never

changes.

6.4 f1, f2, f : Curves and Function Fields

Definition 6.6 assigns to any curve C � P
2.C/ a field of rational functions

on C . Let f1 denote such an assignment. We can think of f1 as mapping

any element of C to an element ofK, defining in this way f in the right di-

agram of Figure 6.1. This map f sends C ontoK, because the Theorem of

the Primitive Element tells us that any function field � is isomorphic to one

of the form C.x; y/, where x is an indeterminate and y satisfies a depen-

dence equation p.x; y/ D 0. The topological closure in P
2.C/ of the curve

C.p/ � C
2 then maps to the class of � in K . Also, f W C=eC ! K=eK is

1:1 by the definition of birational equivalence: two curves are in the same

birational equivalence class exactly when they have the same function field,
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up to isomorphism. Therefore f has an inverse f �1; in the right diagram

we write f with a two-sided arrow.

As for f2, letK D C.t; ˛/, where ˛ satisfies an irreducible polynomial

equation with coefficients in C.t/. Suppose we choose complex values for

both t and ˛ so that the polynomial equation for ˛ remains satisfied. Sub-

stituting these values into each element of K defines a C-homomorphism

of K into C. Conversely, any C-homomorphism of K into C corresponds

to choosing such values for t and ˛. The collection of all the assigned or-

dered pairs defines an affine curve in C
2, and taking its topological closure

in P
2.C/ defines an irreducible curve C � P

2.C/. We say that f2 maps

the function field K to the curve C . The function fields isomorphic to K

map to curves birationally equivalent to C . This is expressed in the right

diagram by the upward arrow of f .

The maps f1, f2 and f actually do more than link curves with function

fields. They can link even individual parts of curves with parts of function

fields. The “micro-parts” of a curve are places, and the parts of the function

field are valuation subrings of the field. Here’s the idea. First, in defining

intersection multiplicity in Theorem 3.2 on p. 56 (Chapter 3), we used the

notion of order of a polynomial at a place: we took a place represented by

a parametrization fx D tr ; y D power series in tg, substituted it into a

polynomial and considered the order of t in the result. For any particular

such parametrization we can apply this process to elements of a projective

curve’s function field K and in this way, the place defines an order func-

tion on the field. This can be regarded as a group homomorphism from the

multiplicative group of K n f0g to the additive group of integers, Z. This

homomorphism can be extended to a discrete valuation v by defining the

order of 0 2 K to be 1. The following easily-verified properties can be

used to define a general valuation. For a; b 2 K:

� v.ab/ D v.a/C v.b/,

� v.aC b/ � min.v.a/; v.b//,

� v.0/ D1.

Associated to any valuation is a valuation ring V consisting of all a 2 K

for which v.a/ � 0. Intuitively, V consists of the functions in K which

don’t assume the value1 at the place corresponding to the valuation ring.

It is easily checked that for any element a 2 K, we have either a 2 V ,
1
a
2 V , or both. This property can be taken as the definition of a valuation

ring of K.

Any place of a projective curve with function fieldK defines a valuation
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ring. This association is 1:1 and onto. For onto, any valuation ring ofK must

come from some place of C . It turns out that any valuation ring uniquely

defines an analytic parametrization which in appropriate coordinates can be

taken to have center .0; 0/:

fx D tr ; y D f .t/ D a power series in tg :

This parametrization can be constructed inductively; see the proof of The-

orem 10.3 of [Walker], pp. 158–9. The well-defined nature of the construc-

tion also shows that the association is 1:1.

A birational map from one curve to another is defined by an isomor-

phism between their function fields, and such an isomorphism carries val-

uation rings to valuation rings, so also places to places. Since there’s a 1:1

onto correspondence between places of C and valuation rings in K, we see

that a birational correspondence eC between two projective curves induces

a 1:1 onto correspondence between the places of one curve and those of the

other — the content of Theorem 5.7 on p. 127.

6.5 g1, g2, g: Compact Riemann Surfaces and

Curves

The map g1 attaches to any curve C � P
2.C/ a compact Riemann surface.

Furthermore, as a consequence of the Riemann-Roch theorem, which we

meet later in this chapter, we have:

Theorem 6.2. Every compact Riemann surface is conformally equivalent

to a nonsingular curve C in P
3.C/.

One example of a g1 is sending a curve in P
2.C/ to a desingularization

of it in P
3.C/; this g1 is then a function on the set of all curves in P

2.C/

because, as we saw in Chapter 5, any such curve does have a desingulariza-

tion. g1 is a birational map from an irreducible curve in P
2.C/ to a compact

Riemann surface.

Theorem 6.3. For any particular g1, there exists a finite set of points of the

irreducible curve off which g1 is not only well-defined but biholomorphic

(that is, conformal). This finite set includes the set of singularities of the

curve.

This is a consequence of Theorem 9.3 on p. 169 in [Fischer].

As for g2, Theorem 6.2 together with a suitable projection into P
2.C/

insures that g2 is defined on S in the left diagram of Figure 6.1.
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g is 1:1 and onto between C and S , because from Definition 6.7, if

two curves aren’t birationally equivalent, then their Riemann surfaces aren’t

conformally equivalent. Theorem 6.2 furthermore tells us that g is onto S .

This last has quantitative implications that can be surprising. For in-

stance, Example 5.16 on p. 114 says there are plane curves of any genus.

We’ve also mentioned that for g > 1, the conformally distinct compact

Riemann surfaces of genus g are parametrized by 6.g � 1/ real variables,

so this number increases linearly with g � 1. To show just how fast this

number can grow, think back to the Fermat curve xn
C yn

D 1 mentioned

in Examples 1.15 and 1.17 on pp. 26 and 27. For n D 1000, in R
2 the curve

is smooth yet bends in four places so rapidly that it looks like a square. In

P
2.C/ the surface has 999�998

2
D 498; 501 holes in it, and requires an n-

tuple consisting of 6 � 498;500 D 2;991;000 real numbers to specify the

conformal equivalence class of the Riemann surface — a real n-tuple with

nearly 3 million components. One can push the numbers even further: every

compact Riemann surface of genus g is the Riemann surface of some curve

in P
2.C/ of degree 2.g� 1/ that has 2.g2

� 4gC 3/ nodes; see [Miranda],

p. 70. Therefore if we’re handed a plane curve C and told only that it has

the same genus as the above Fermat curve, we can deduce that C ’s defining

polynomial could have degree as high as 997,000, and the curve might have

as many as 1,988,010,024,006 (nearly two trillion) nodes.

6.6 h1, h2, h: Function Fields and

Compact Riemann Surfaces

We may define h1 as the composition g1 ıf2. Since both f2 and g1 are

1:1 and onto, so is the composition, and h2 is the inverse of h1. Then h

maps between equivalence classes of function fields and conformal classes

of compact Riemann surfaces.

6.7 Genus

The concept of genus arises in all three of C , K, and S and their quotient

spaces. In each, it is a fundamental invariant. Here are some informal defi-

nitions and facts.

� The genus g of a compact Riemann surface is its genus as a topo-

logical manifold — that is, as a sphere with g handles. It is a conformal

invariant.
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� Topologically, an irreducible projective algebraic curve is an oriented,

compact manifold M of genus g, but possibly modified by identifying finitely

many of its points to finitely many points. The genus of the curve is the

genus of M and is a birational invariant.

� The genus of a function field may be defined as the genus of any

associated Riemann surface or projective curve. It is invariant under field

isomorphism.

6.8 Genus 0

Knowing the genus in any of the three contexts ofC ,K, or S tells us quite a

bit. The following theorem summarizes many of the basic facts about curves

of genus zero. The mutual equivalences can be established through results

in [Kunz], Chapter 14, [Miranda], Chapter VII � 1 and [Walker], Chapter V,

� 7.

Theorem 6.4. For an irreducible curve C � P
2.C/, these five statements

all equivalent:

� C has genus 0.

� C is birationally equivalent to P
1.C/.

� The function field of C is isomorphic to C.t/, t an indeterminate.

� The Riemann surface of C is the Riemann sphere.

� C has a rational parametrization.

If a genus zero curve is in addition nonsingular, then substitutingg D 0

into the genus formula

g D
.n � 1/.n � 2/

2

shows that the curve’s degree n is 1 or 2. We therefore have

Theorem 6.5. If a nonsingular curve C � P
2.C/ has genus 0, then C is

either a line or a nondegenerate conic.

In Examples 5.19 (p. 122) and 5.20 (p. 124) of rational parametrizations,

each curve has genus 0. By Theorem 6.4, so do all irreducible cusp curves

ym
D xn discussed in section 5.9 starting on p. 115, since ym

D xn has the

rational parametrization fx D tm; y D tng. In fact, we can directly show

that they’re all birationally equivalent to the projective line — that the fields

C.x; y/ and C.t/ are isomorphic. For this, express t rationally in terms of
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x and y: since m and n are relatively prime, their gcd is 1, so we can write

1 D ma C nb for some integers a and b. Therefore t D t1 D tmaCtb
D

tmatnb
D .tm/a.tn/b D xayb :

If the projective curve C.p/ defined by p.x; y/ is not topologically a

sphere with finitely many points identified to finitely many points, then there

exists no parametrization

f x D r1.t/ ; y D r2.t/ g

of C.p/ in which r1 and r2 are rational.

If we specialize the right diagram in Figure 6.1 to the case of g D 0, then

Theorem 6.4 tells us that the diagram is trivial — there’s just one element

in each of C , K, and S . The situation for g D 1 is far different. Its story

makes up one of the major chapters of mathematics whose roots can be

traced back as early as Diophantus of Alexandria (3rd century A.D.) and is

still unfinished. In the next section, we present a diagram that encapsulates

some highlights of the story.

6.9 Genus One

This section centers around a nonsingular genus one analog of the diagrams

in Figure 6.1.

Definition 6.8. A projective nonsingular curve of genus 1 is called an el-

liptic curve.

Elliptic curves are the simplest possible curves after lines and conics. Their

study has flowered into a whole field in which geometry, algebra and com-

plex analysis combine and illuminate one another. Though we don’t touch

upon it, more recently number theory has also entered the picture, greatly

affecting the whole landscape of this “queen of science.” For example, el-

liptic curves played a central role in the proof of Fermat’s Last Theorem

by Andrew Wiles (assisted by Richard Taylor). Because so much specific

information is available in genus 1, the diagrams expand in a natural way to

include four main objects as shown in Figure 6.8.

E and E :

The letter E stands for an elliptic curve. We’ve already met an example

in Chapter 5: the curve defined by y2
D .x C 1/x.x � 1/ in Example 5.11

on p. 103. Its sketch in the real plane appears in Figure 5.3, and the curve

is featured again in Figure 5.4, (a), (b). Figure 6.9 depicts this curve in the

real projective plane. Notice how the branches meet at the end of the y-axis.
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FIGURE 6.8.

In the context of elliptic curves, this point at infinity is usually denoted by

O . (We’ll see why when we give E a group structure on p. 165.)

x

y

11
_

O

O

FIGURE 6.9.

We note these things about this complex curve:

� It is nonsingular.

� It is defined by a cubic of the form y2
D x3

C ax C b.

� The three roots of 0 D x3
C ax C b are distinct.

� The point at infinity is “rational,” having projective coordinates .0; 0; 1/.

Comment 6.3.

� Since an elliptic curve is projective, nonsingular and has genus 1, the

genus formula becomes
.n�1/.n�2/

2
D 1, which simplifies to n.n � 3/ D 0.

Therefore any elliptic curve is defined by some polynomial of degree 3.

� By appropriately changing affine coordinates, any polynomial equa-

tion y2
D fa cubic in xg can be put into the form y2

D x3
C ax C b. A

simple criterion for nonsingularity turns out to be

�a

3

�3

C

�

b

2

�2

¤ 0 :
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Curves such as the top, middle and bottom ones in the right column of

Figure 1.3 on p. 8 have equations in this standard form.

� By appropriately changing projective coordinates by applying a non-

singular linear transformation of C
3, it turns out that a general cubic in x

and y for an elliptic curve can be put into the form y2
D x.x � 1/.x � �/,

where � 2 C n f0; 1g. � ¤ 0; 1 insures that the curve in nonsingular.

� All six curves shown in Figure 1.1 on p. 5 are elliptic curves because

coefficients of the general cubic p were randomly chosen. Since the singu-

larity conditions px D py D 0 are satisfied with probability 0, the curves

are all nonsingular. None of these curves are standard-form ones such as the

top, middle and bottom sketches in the right column of Figure 1.3, but each

can be made so by an appropriate change of coordinates in C
3.

� E , as a subset of P
2.C/, inherits the structure of a Riemann surface.

Any elliptic curve is its own Riemann surface.

Definition 6.9. Two elliptic curves are isomorphic if the homogeneous

polynomial defining one can be transformed into that of the other by a linear

change in .x; y; z/-coordinates in C
3.

Here is an alternative form of Definition 6.9:

Definition 6.10. Two elliptic curves are isomorphic if the curves, consid-

ered as homogeneous sets in C
3, are connected through a nonsingular linear

transformation of C
3.

Either definition partitions the set of all elliptic curves into equivalence

classes E .

ƒ , ƒ , H , H

ƒ denotes a lattice in C consisting of all integer linear combinations

m!1C n!2 of two R-linearly independent elements !1, !2 of C. The idea

is that !1 and !2 form adjacent sides of a parallelogram determining a

“fundamental domain” of the lattice. Identifying opposite sides of the par-

allelogram defines a torus whose Riemann surface structure is determined

byƒ. (See Examples 6.3 and 6.4 on pp. 147 and 149.) For any elliptic curve

E , there always are complex numbers !1, !2 generating a lattice ƒ whose

Riemann structure is conformally the same as the Riemann surface E . The

lattice accomplishing this is not unique because uniformly changing scale

or rotating the lattice preserves angles and thus has no effect on the struc-

ture of the induced Riemann surface. That is, multiplying ƒ by any fixed
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nonzero complex number c yields the same Riemann surface. Lattices ƒ

andƒ0 are often called homothetic ifƒ0
D cƒ for some such c, but we will

call them simply similar.

Definition 6.11. Lattices ƒ and ƒ0 are similar if ƒ0
D cƒ for some

c 2 C n f0g.

Even for a given ƒ, a basis f!1, !2g is never unique. Any nonsingu-

lar matrix

�

a b

c d

�

whose entries are integers maps integer combinations

m!1 C n!2 to integer combinations, and therefore ƒ into (but not nec-

essarily onto) ƒ. Multiplying the original area by the determinant of the

matrix gives the area of the image parallelogram. Therefore if in addition

the matrix is unimodular (has determinant˙1), then the parallelogram area

remains unchanged. Any lattice parallelogram is a basis parallelogram if

and only if it has minimum nonzero area, so a unimodular matrix maps

a ƒ-base to a ƒ-base and therefore maps ƒ ! ƒ in a 1:1 onto way. In

any ƒ, there are therefore infinitely many dissimilar basis parallelograms.

Figure 6.10 shows two of them.

10

+ 1

2 t
1

2
ti

ττ
τ‘

FIGURE 6.10.

By dividing any lattice basis f!1, !2g by !1, we can always assume the

basis has the form f1; !2

!1
g, and by replacing

!2

!1
by �

!2

!1
if necessary, we

can further assume
!2

!1
lies in the upper half-plane H D fc 2 Cj=.c/ > 0g.

In this way, a single complex number � D !2

!1
2 H determines a lattice ba-

sis. Since there are many such numbers � , it is natural to ask how they are

related. Suppose that � D !2

!1
and that � 0

D

!0
2

!0
1

, where
!0

2

!0
1

D
a!1Cb!2

c!1Cd!2
. Di-

viding numerator and denominator by !1 yields the linear fractional trans-

formation � 0
D

aCb�
cCd�

. Looking directly at this fraction, we see that the

coefficients in numerator and denominator assemble themselves into the

unimodular matrix

�

a b

c d

�

; from the fraction we can write the matrix and
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from the matrix we can write the fraction. If we restrict ourselves to the

modular group � of unimodular matrices having determinant C1, then all

images of � remain in the upper half plane H.

We know what a typical element of � looks like from an algebraic view-

point — it’s a 2 � 2 unimodular matrix of determinant C1. But � is also

generated by easily visualizable geometric transformations: for any z 2 C,

both translation T W z ! z C 1 and the map S W z ! � 1
z

are linear frac-

tional and map H to itself. � itself consists of all possible monomials in T

and S under composition, so the orbit of any point P consists of rows of

integral translates and multiple applications of S . There are natural regions

F � H consisting of one representative from each orbit under �, which

we call the fundamental domains of H under the action of �. � maps the

fundamental domains to each other, and in this way � divides H into equiv-

alence classes H=�. These equivalence classes are shown in Figure 6.11.

F T(F)T  (F)
_

1

S(F)

T (F)
2

T  (F)
2

_

T   S(F)
_

1

T S(F)

_

i

1 1
1_

_
1_

1_ 2

1_
2

0

3 3

_
22

_ 3
2
_3

2
__

FIGURE 6.11.

The darkest region is called the canonical fundamental domain, with suc-

cessively lighter shades representing image regions under monomials in T

and S of successively higher degrees. It turns out that in a basis f1; �g, �

can always be chosen to lie in the canonical fundamental domain. In the

diagram of Figure 6.8, H=� is denoted by H.
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K and K :

The meanings of K and K are like those in Figure 6.1 — any element

is a function field or isomorphism class of function fields of an underlying

curve defined by an irreducible polynomial. However, with elliptic curves

we can say more.

Relations Between Objects in Figure 6.8

In the following bulleted items, we state without proof some of the high-

lights of a cluster of facts about elliptic curves.

� As noted earlier, any elliptic curve E can be defined by a polynomial

equation of the form

y2
D 4x3

C ax C b

for some a; b 2 R. (See, for example, [B-K], Chapter II, � 7.3, Theorem

11.) We always assume
�

a
3

�3
C

�

b
2

�2

¤ 0 to insure that E is nonsingular.

In that case y2
� .4x3

C axC b/ is irreducible and defines a quotient field,

as in Definition 5.10 on p. 119. But for an elliptic curve, we can explicitly

write down a doubly periodic meromorphic function on C — a Weierstrass

}-function — such that the function field ofE D C.y2
� 4x3

� ax � b/ is

C.}.t/; }0.t//. A function f on C is called doubly periodic with periods

!1 and !2 provided !1 and !2 are R-linearly independent complex num-

bers and f .x/ D f .x C n1!1 C n2!2/ for all integers n1; n2.

Here’s the explicit function:

}.t/ D
1

t2
C

1
X

kD1

ckC1t
2k ; .6:1/

where

c2 D �
a

20
; c3 D �

b

28
;

and for indices k > 3,

ck D
3

.2k C 1/.k � 3/

k�2
X

iD2

cick�1 :

(See [A-S], p. 635.) From the exponents of t , we see that the function is

even: }.�t/ D }.t/ for all t 2 C.

� The derivative }0.t/ exists, is odd, and is doubly periodic with the

same periods as }. Since t is an indeterminate, C.}.t// has transcen-

dence degree 1 over C. Since E is a curve, the transcendence degree of
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C.}.t/; }0.t// over C is 1, so }0.t/ is algebraic over C.}.t//. Writing }

for }.t/, } satisfies the differential equation

}02
D 4}3

C a} C b :

(See [Cartan], Chapter V, � 2.5 or [Kunz], Chapter 10.) Therefore }0 is al-

gebraic over C
�

}.t/
�

.

� }.t/ and its derivative }0.t/ parametrize E . That is,

f x D }.t/ ; y D }0.t/ g

maps a fundamental parallelogram in C to the torus E by identifying sides

of a parallelogram-shaped region like those in Figure 6.10. (See [Cartan],

Chapter V, � 2.5, Proposition 5.2 or [Kunz], Chapter 10.) As t runs through

the points of a fundamental region, the points of E are covered once. We

will see in the next section how this is analogous to parametrizing a complex

circle with singly-periodic trigonometric functions:

fx D cos.t/ ; y D sin.t/g :

� The leading term of the expansion of }.t/ in (6.1) shows it has a

double pole at the origin, and its parallelogram-shaped fundamental domain

of definition fits in with its being doubly periodic. In fact, its doubly periodic

array of poles defines a lattice ƒ, which is therefore uniquely determined

by the coefficients a and b. The dependence of } and ƒ on a and b can be

emphasized by writing }.t ja; b/ and ƒ.a; b/.

� In the above, we obtained the function field K starting from E . We

can also get }.t/, and therefore the function field of E by starting with a

latticeƒ. In the following series in t 2 C, � runs over all nonzero points of

ƒ:

}.t/ D
1

t2
C

X

�¤0

�

1

.t � �/2
�

1

�2

�

:

(See [Hartshorne], p. 327.)

� Above, we derived the lattice ƒ from the coefficients a and b in

y2
D 4x3

C ax C b. We can go the other way, too, obtaining a and b, and

therefore the curve’s equation, from the nonzero elements � in a given lat-

tice ƒ. Here are the formulas:

a D �60
X

�¤0

��4 and b D �140
X

�¤0

��6 :
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For a proof, see [H-C], Chapter II. For background reading and perspec-

tive, see [Hartshorne], Chapter IV, � 4.

� Vector addition in C defines an abelian group structure not only on C,

but on the torus C=ƒ.�/, and this can be transferred toE via the parametriza-

tion f x D }.t/; y D }0.t/ g . As a group, E is an abelian variety, though

the term “abelian curve” would be appropriate, too. This group structure can

also be defined in a purely geometric way. Let P and Q be any two points

of the projective curve E � P
2.C/. Since E has degree three, Bézout’s

theorem tells us that the line through P and Q intersects E in one other

point, say with coordinates .x; y/. (If P D Q, take the “limiting line” —

the tangent line — throughP .) Then define P CQ to be .�x; y/, which is

the reflection about the x-axis of this intersection point. Figure 6.12 shows

the idea in the real setting. Notice something unusual when we choose Q

x

y

P

Q

P + Q

O

O

FIGURE 6.12.

to be the point at infinity (the point O in Figure 6.9 on p. 159). The line

through P and Q is vertical, so the intersection point .x; y/ is just the re-

flection of P about the x-axis. Therefore the reflection of this reflection is

again P — that is, the point at infinity serves as the zero element of the

group, explaining why we denoted point at infinity by O in Figure 6.9. It’s

easy to check that the additive inverse �P is then the reflection of P about

the x-axis.

This simple reflection method of defining a group law on the elliptic

curve forces the curve’s zero element to be the point at infinity, but actually,

any point of the elliptic curve can be selected to be the identity element O .

The construction is essentially the same, with the line L though the two
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points O and .x; y/ replacing the vertical line as the “reflector.” That is,

the sum P C Q is the remaining (third) intersection of L with the cubic.

However, no matter what the choice of O , we still need to establish the

associative law to insure that we have a group. This is the most involved step

in a proof. For this, and a discussion of group structures on cubic curves,

see [Kunz], Chapter 10 or [Reid], Chapter 1, �2.

6.10 An Analogy

There is a suggestive analogy between the parametrization f}.t/; }0.t/g
of an elliptic curve E and the parametrization fcos t; cos0 tg of a complex

circle C . We choose language and notation to highlight the analogy.

� Associated to C is the quadratic q D y2
C x2

� 1, a standard form

such that any nonsingular quadratic curve is birationally equivalent toC.q/.

C is a complex circle of unit radius.

� Associated with the lattice ƒ0
D f2�n j n 2 Zg in the real axis of

C is what we may call a canonical fundamental domain of ƒ0, depicted in

Figure 6.13. Any parallel translate of this region by an element of ƒ0 is a

0 2 t
1

2
ti

π 4π-2π

FIGURE 6.13.

fundamental domain.

� C=ƒ0 is a Riemann surface of genus 0 (a sphere), and since all Rie-

mann surfaces of genus 0 are conformally equivalent, C=ƒ0 is conformally

equivalent to the Riemann surface C .
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� cos t defined on C is singly periodic, having the canonical fundamen-

tal domain as a period strip. cos t is even; its derivative sin t is odd and

singly periodic with the same fundamental domain as cos t .

� The circle C D C.q/ � C
2 is parametrized by

f x D cos t ; y D cos0 t g :

As t runs through points of a fundamental domain, points of C as well as

its points at infinity are covered once.

� The function field of C is C
�

cos t; cos0 t
�

. Its transcendence degree

over C is 1, since sin2 t D � cos2 t C 1 implies that cos0 t D � sin t is

algebraic over C
�

cos t
�

. This is also expressed as the differential equation

.cos0 t/2 D �.cos t/2 C 1 :

Of course, C.cos t/ is isomorphic to C.t/.

Let’s look more closely at a parametrization of an elliptic curve versus

that of a circle.

Elliptic curve. Each of Figures 6.14, 6.15, and 6.16 shows four canon-

ical loops on a torus, with real loops drawn solid and imaginary loops be-

ing dashed. Mathematica greatly helps in exploring specific elliptic curves.

Instead of the standard form y2
D x3

C ax C b, Mathematica uses the

closely related classical Weierstrass normal form y2
D 4x3

� g2x � g3.

The command WeierstrassInvariants[f0.5, 0.5 Ig] tells us that the two real

values g2 � 189:073 and g3 D 0 produce half-periods of 1
2

and i
2

, making

the full period parallelogram the unit square in C with � D i , as depicted

in Figure 6.14. Four canonical line segments in this square respectively map

under the parametrization

f x D }.t/ ; y D }0.t/ g

into the real branch, real loop, imaginary branch, and imaginary loop of

the four loops of C.y2
� 4x3

C g2x C g3/ seen in .x1; y1; iy2/-space.

Figure 6.14 shows four directed unit line segments, each one unit long.

Their ends are identified, meaning they form four oriented loops. Figure 6.15

shows these oriented loops as they lie on the part of C.p/ in .x1; y1; iy2/-

space. Figure 6.16 shows them as they lie on the torus. Note how the two

branches meet at a common point at infinity.

Complex Circle. Figures 6.14, 6.15, and 6.16 have analogs for the

complex circle; they are Figures 6.17 and 6.18. The part of the complex unit
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1_

10

2

1_
2

1_
2

1_
2

i

i

i

i1 +

+
i1 +

real branch

real loop

imaginary branch imaginary loop

t
1

t2i

FIGURE 6.14.

FIGURE 6.15.

circle C.q/ in .x1; y1; iy2/-space consists of a real circle in the .x1; y1/-

plane together with the hyperbola x2
1 � y

2
2 D 1 in the .x1; iy2/-plane. Un-

der the parametrization f x D cos t ; y D cos0 t g, the directed loop from

t1 D 0 to t1 D 2� in Figure 6.17’s fundamental strip maps into the real

circle with clockwise orientation. Going up the strip’s line t1 D 0 to the

point at infinity and then down the line t1 D � represents a continuous loop

and corresponds to traversing the right branch in the indicated direction to

infinity, meeting the other branch there and returning along it. Continuing

along the left branch, we head towards another point at infinity. On these

branches, the parametrization

f x D cos t ; y D cos0 t g
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8P

FIGURE 6.16.

becomes

f x D cos i t2 ; y D � sin i t2 g :

Using angles � D ˙i t2 in Euler’s formula ei�
D cos � C i sin � shows

that cos i t2 D cosh t2 and sin i t2 D i sinh t2. Also, addition formulas lead

to cos.� C i t2/ D � cosh t2 and sin.� C i t2/ D �i sinh t2. So just as

circular functions parametrize the circle in the picture, hyperbolic functions

parametrize the hyperbolic branches. The complex circle has genus 0, and

0 t
1

2
ti

π

cos                , - sin
2

ti
2

ti(

2
t( )

) =

cosh     ,   sinhi

cos        , - sin
2

ti
2

ti(

2
t

2
t( )

) =

cosh    , -  sinhi

π π+ +( ( ))

2
t_

FIGURE 6.17.

we can think of the real circle as being the sphere’s equator and the two

branches as being antipodal lines of longitude (semicircles) on the sphere.

If we could visualize in four dimensions, we’d see a hyperbola coming off

each antipodal point-pair of the real circle, each hyperbola corresponding

to two lines of longitude forming a great circle on the sphere. Figure 6.18
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shows the solid equatorial loop corresponding to the real circle, and the dot-

ted loop corresponding to the hyperbola branches meeting in two points on

P
2.C/’s line at infinity in which, by Bézout’s theorem, the complex circle

is guaranteed to intersect. Of course, the hyperbolic loop was topologically

contorted to make it lie on a sphere in R
3. The figure also depicts two other

branches coming off two other antipodal points of the real circle, forming

another loop and once again passing through the two points at infinity.

8P

(1, 0)

8P ‘

(-1, 0)

FIGURE 6.18.

6.11 Equipotentials and Streamlines

A nonconstant polynomialp.x; y/ defines not only an algebraic curveC.p/

in C
2. It also defines a decomposition or “fibration” of C

2 consisting of dis-

joint algebraic curves p.x; y/ D c, c 2 C, thus splitting up C
2 into a union

of curves of complex dimension 1. We can do an analogous thing at the

real level, splitting up a nonsingular complex curve into a disjoint union of

real curves, plus possibly finitely-many points. The real curves can be in-

terpreted as “equipotentials,” or dually, “streamlines.” (See [Needham] for

illuminating reading in the case of genus 0. This book contains an abun-

dance of good pictures; his last three chapters are especially relevant.)

Notation. Our focus will from now on be on real one-dimensional

curves, so henceforth we use notation familiar in this context:

z D x C iy and w D u C iv. This requires fewer subscripts.

Definition 6.12. A twice continuously-differentiable function u.x; y/ W

R
2
! R is called harmonic on R

2 provided uxx C uyy D 0 at each point

of R
2. A second function v.x; y/ W R

2
! R harmonic on R

2 is called
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conjugate to u.x; y/ provided the two functions are the real and imaginary

parts of a holomorphic function w W C ! C. We write such a function

w as w.z/ D u.x; y/ C iv.x; y/. The level curves of u and v intersect

orthogonally at any point of R
2 where the complex derivativew0 is nonzero,

and the collection of these curves is called an orthogonal net.

Example 6.6. We can split the holomorphic map w D z into parts as

u.x; y/ C iv.x; y/ D x C iy. The conjugate harmonic functions u.x; y/

and v.x; y/ are x and y; the level curves of x are vertical lines and those

of y are horizontal lines. Think of the plane as covered by a thin sheet of

incompressible fluid, and let the function x represent a “velocity potential.”

This means that the gradient rx D .1; 0/ evaluated at each point P 2 C

defines a vector field representing the velocity of the fluid at P . In this ex-

ample, the vectors are constant — all are unit vectors pointing rightward.

Accordingly, the fluid flows horizontally at a steady rate from left to right

along streamlines y D a constant. At any P in a streamline, the vector at

P is tangent to the streamline there. In all this, the roles of u and v can be

reversed, with ry D .0; 1/ defining a vector field everywhere orthogonal

to rx D .1; 0/, the fluid then flowing upward along lines x D a constant.

The two sets of level curves form an orthogonal net.

Example 6.7. Let w D z3. The real and imaginary parts of w D uC iv

are u.x; y/ D x3
� 3xy2 and v.x; y/ D 3x2y � y3. Figure 6.19 shows

the level-curves of u.x; y/ on the left and those of v.x; y/ in the middle.

Their union on the right depicts the level curves of u.x; y/ orthogonally

intersecting those of v.x; y/ at all points except the origin, where w0
D 0.

U =

FIGURE 6.19.

If we choose u.x; y/ D x3
� 3xy2 to be the velocity potential, then the

left picture depicts equipotential lines where u is constant, and the gradi-

ent ru.x; y/ D 3.x2
� y2; �2xy/ defines a vector field representing the

velocity of the fluid at each point .x; y/. The middle picture depicts the

resulting streamlines. In the pie-shaped region in the first quadrant of the
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middle picture, the fluid flows clockwise, and the sense alternates as we

move from one pie-shaped region to the next. The roles of u and v can be

reversed. In that case the left picture represents streamlines and the center

picture, curves along which v is constant.

These ideas form a basic part of complex analysis of one variable, where

the emphasis is on functions defined on C or the Riemann sphere. The no-

tion of function field of a nonsingular projective curve as a compact Rie-

mann surface means we can do complex analysis on the surface. Because it

is constructed from patches of C, it makes sense to talk about the real and

imaginary parts of a holomorphic or meromorphic function, and to say that

they are harmonic. We can therefore carry over to compact Riemann sur-

faces the notions of equipotential lines and streamlines orthogonal to them.

Let’s explore these ideas on a compact Riemann surface of genus 1. In

meridian circle

latitude circlea

a

FIGURE 6.20.

the figure, the small circles on the torus are the meridians and are orthogonal

to the latitudes, and the orthogonal net may be regarded as the image of

rectangular coordinate lines in C under the mapping from a rectangle in C

to the torus, with edges identified in the usual way. In w D uC iv D z on

the complex plane, the contour curves along which the harmonic function

u.x; y/ is constant, are the torus meridians. Conjugate to u is the harmonic

function v whose streamlines are the circles of latitude on the torus.

We can think of fluid velocity as proportional to force, so that mov-

ing a point Q against the fluid flow requires work. We can calculate the

amount of work done in moving Q along a path 
 on the torus by integrat-

ing the vector component of fluid velocity along the path. Suppose P is a

fixed reference point on the torus. In the figure, if we move along a latitude
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against the depicted current to another point Q on the torus, positive work

is done; moving with the current corresponds to performing negative work.

The roles of u and v can be interchanged, with v being the potential func-

tion. In that case, we can write iv instead of v, and moving along a meridian

circle corresponds to doing pure imaginary work. In general, moving from

P to any other point then requires complex work.

By moving, say, no more than one turn in either the latitude or meridian

direction, the complex numbers representing work fill out a region R of

C, but not all of it since the amount of work done is bounded. However,

the restriction of moving less than 360ı is artificial. If c1 represents the

real work done in going once around a latitude circle from P to P and

c2 is the imaginary work done from P to P by going around a meridian

circle, then the complex work done in going from P toQ along any path is

w.Q/C �1c1 C �2c2 for integers �i 2 Z. The set f�1c1C�2c2 j �i 2 Zg

is a lattice ƒ in C and R � ƒ covers C. Thus w is multiple-valued on the

torus, its values differing by elements of ƒ.

This torus example generalizes to any compact Riemann surface S of

genus g. Suppose we have penciled on S 2g loops so that if we were to

cut along them, we’d obtain the 4g-gon featured in Example 6.6 starting

on p. 149. But instead of cutting, turn each loop into a rubber band, con-

strained always to lie on S . The surface and rubber band are considered to

be frictionless. There will be g cross points P1; � � � ; Pg , each being where

some two rubber bands intersect. Pull all g points Pi to a common point

and identify them to that one point. This point corresponds to the identified

vertices of the 4g-gon. In this pulling, the rubber bands move, too. Because

the rubber bands are frictionless and constrained to stay on S , at the end

of this process the assemblage of rubber bands will assume a position of

minimum energy. That is enough to guarantee that each is an equipotential

line ui D constant or vi D constant of g complex potentialsw1; � � � ; wg .

It can be shown that the set of 2g potentials fu1; � � � ; ug ; v1; � � � ; vgg

is linearly independent over R up to an additive constant, in the sense that

if

˛1u1 C � � � C ˛gug C ˛gC1v1 C � � � C ˛2gvg � constant ;

then all 2g of the ˛i must be 0. (See, for example [Springer], p. 28 or

[Klein], p. 39.) We can then construct a flow of the incompressible fluid

so that we expend nonzero energy to go around one circle but not around

any of the others. Figure 6.21 is an example of one such flow on a surface

of genus 3. It requires positive work to traverse the leftmost streamline cir-

cle clockwise, but an algebraic total of no energy to go around either of the
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FIGURE 6.21.

other two circles. Since the remaining 6 � 3 circles intersect the stream-

lines orthogonally, there is no component of force along them, so no work

is required to go around them, either. Notice the two solid dots on each of

the two right circles; these are branch points where there is a fork in the

streamline and the fluid splits up or rejoins. Increasing the genus by adding

more holes and additional circles in the picture would add two more such

branch points per hole. The total number of branch points is easily seen to

be 2g � 2.

Such elementary flows can be linearly combined to create more general

flows on compact Riemann surfaces. For example, on the torus one building

block flow follows meridian circles and another follows latitude circles. So

a pure meridian flow that is ten times faster than a pure latitude flow results

in streamlines where a particle spirals in the meridian direction ten times

as it moves once around in the latitude direction. At the end of the trip the

particle returns to its starting position because one and ten are commensu-

rable — rational multiples of each other. If the speed in one direction were,

say, � times that in the other, the spiral would never close up on itself,

instead spiraling around from the infinite past to the infinite future, never

self-intersecting.

6.12 Differentials Generate Vector Fields

The differential f .z/dz generates two orthogonal vector fields as follows:

write f .z/ D uC iv and dz D dx C idy. Then

f .z/dz D .uC iv/.dx C idy/ D .udx � vdy/C i.vdx C udy/ D

.u;�v/ � .dx; dy/C i.v; u/ � .dx; dy/ :

Therefore the differential f .z/dz generates the two fields
�

u.x; y/;�v.x; y/
�

and
�

v.x; y/; u.x; y/
�

:
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They are orthogonal since their dot product .u;�v/ � .v; u/ is zero.

Example 6.8. To obtain the two vector fields arising from the differential

z3dz, write z3
D uC iv D .x3

� 3xy2/C i.3x2y � y3/. The vector fields

are then

.u;�v/ D
�

x3
� 3xy2; y3

� 3x2y
�

and

.v; u/ D
�

3x2y � y3; x3
� 3xy2

�

:

These are seen in the top pictures of Figure 6.22. The bottom picture is their

superposition, depicting orthogonality. In all three pictures, the center of the

plot is the origin of C.

FIGURE 6.22.

6.13 A Major Difference

There are two kinds of differentials: exact and non-exact. For us, an exact

differential f .z/dz is one that can be written as dg.z/ for some g.z/ in
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the curve’s function field. Otherwise we consider the differential to be non-

exact.

Some Perspective: A Little about Calculus

In one-variable calculus, the Fundamental Theorem of Calculus has a basic

implication: if a function f is continuous on R, then the differentialf .x/dx

is exact there. That is, any such function has an antiderivativeg.x/, meaning

g0.x/ D f .x/, or f .x/dx D dg.x/. This implication is why first-year

calculus students typically don’t hear about non-exact differentials.

The theorem also says
R b

a
f .x/dx D

R b

a
dg.x/ D g.b/ � g.a/, and

usually the path of integration from a to b is the line segment from a to

b. However, the path could just as well wiggle around continuously within

the x-axis, moving from a to far beyond to the right or left of a and b,

perhaps many times, before finally coming to rest at b. The theorem tells

us that all the wiggling amounts to nothing: the value of the integral is still

g.b/ � g.a/. That is, the integral’s value is independent of any continuous

path from a to b.

The integrals in this chapter can be regarded as calculating work done

in a force field, while integrals in a beginning calculus course are often as-

sociated with the signed area under a function’s graph. The first feels more

like physics and the second, more like geometry. Actually, these turn out

to be equivalent because a continuous function can be regarded as a force

field, and signed area can always be interpreted as signed work. Here’s how:

a point .x; f .x// on the graph of f determines a vector from .x; 0/ to

.x; f .x//. Rotate this vector about its base counterclockwise 90ı so that it

lies in the x-axis, where we may now think of it as a force vector. The force

vectors form a force field in the x-axis, and a definite integral adds the ele-

ments of work done in moving from P to P C dx. Using the Fundamental

Theorem of Calculus to evaluate the integral amounts to finding a potential

energy function such as a height function in a gravitational field (an an-

tiderivative). Work done is then calculated from the net change in energy or

height.

In calculus of two variables, however, a force field might induce a whirl-

pool, and an integration path could encircle it. We can go from point P to

the same pointP and do no work by not moving, or we could move around

the whirlpool once, returning to P and doing an amount of work W . The

work done going round and round a single whirlpool along a connected

closed path not crossing the whirlpool’s center is nW for some n 2 Z.



“master” — 2011/6/15 — 17:34 — page 177 — #193
i

i

i

i

i

i

i

i

6.13. A Major Difference 177

Example 6.9. On the curve C the differential dz
z

can be written

dz � z

zz
D

.dx C idy/.x � iy/

x2
C y2

which separates into the real and imaginary parts

�

x

x2
C y2

;
y

x2
C y2

�

�

�

dx; dy
�

;

�

�y

x2
C y2

;
x

x2
C y2

�

�

�

dx; dy
�

:

The vectors in the large parentheses define force fields, the first a source

out of which flows an incompressible fluid, and the second, a whirlpool ro-

tating counterclockwise. Figure 6.23 depicts the two mutually orthogonal

force fields and a few of their streamlines. The strength of the force field

FIGURE 6.23.

and the speed of the fluid decrease as we move away from the field’s center

of symmetry. On the other hand, the differential �dz
z

defines a sink and a

clockwise-rotating whirlpool. The antiderivative˙ ln.z/ of either differen-

tial ˙dz
z

isn’t in the function field C.z/ of C — that is, it isn’t a rational

function — so relative to C.z/, the differential is not exact. In keeping with

this, there are line integrals from a fixed point to other points that do depend

on the path and become multiple-valued, a hallmark of a differential being

non-exact. In contrast, for r.z/ 2 C.z/, the exact differential dr.z/ has the

function r.z/ as an antiderivative, and integrating r.z/ from a fixed point

P to another pointQ depends only onQ and not the path — the integral is

single-valued.

Example 6.10. For us, differentials on the curve C all have the form r.z/dz,

where r.z/ is in C’s function field C.z/. Which ones are exact, and which

are not? Any differential dz
z�c

is non-exact, as is dz times any meromorphic

function having one or more simple poles — that is, a function having a

(Laurent) series containing a term or terms like 1
z�c

. Integrating around a
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loop containing a single simple pole produces a nonzero result, the residue.

It is easy to check that of all terms .z � c/n, only n D �1 does this: for all

other integer values of n, .z � c/ndz is exact, and integrating around any

closed loop produces zero. (It’s assumed that none of these paths cross the

point c.)

The characterization of exact versus non-exact differentials in the above

example applies to genus 0. What about compact Riemann surfaces of higher

genus? If f is any element of the function field K of such a surface, are

there non-exact differentials fdz on the surface? The physical arguments

given in the section “Equipotentials and Streamlines” starting on p. 170

already go a long way toward answering this question. Consider the torus

example in which there are two canonical streamings, one along latitude cir-

cles and the other along meridian circles. Moving around a streamline circle

requires work, positive or negative, and completing several laps means ad-

ditional work, so the associated integral is multiple-valued. On the torus, the

differential we’re integrating could not be exact, for if it were, the integral

would be a function — a single-valued antiderivative in K on the Riemann

surface. On a Riemann surface of genus g, an analogous argument shows

that since there is a basis of g complex differentials on a Riemann surface

of genus g, there must be g linearly independent non-exact differentials.

This phenomenon is new for us: these differentials are everywhere finite, in

contrast to the simple poles dz
z�c

on the Riemann sphere.

Example 6.11. The curve in C
2 defined by

w2
D .z � a1/.z � a2/ � � � .z � a2gC1/

has genus g provided the ai are distinct. In the special case when the ai are

the integers from �4 to 4, the equation becomes

w2
D z.z2

� 1/.z2
� 4/.z2

� 9/.z2
� 16/

and the genus of the curve is four. The intersection of this complex curve

with .x; u; iv/-space is shown in Figure 6.24. The four heavily-drawn loops

are in the .x; u/-plane and in a natural way depict the holes we see in a

closed rubber surface having four holes in a row, and along which we could

cut in making the 4g D 16-gon. The other four loops in the .x; iv/-plane

correspond to canonical loop-cuts defining the remaining sides of the 16-

gon. It turns out that there are g linearly independent non-exact complex
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x

u

iv

FIGURE 6.24.

differentials on the Riemann surface defined by the curve, and they are

dz

w
;
zdz

w
;
z2dz

w
; � � � ;

zg�1dz

w
:

Any non-exact differential on the surface is a linear combination of them.

Integrating them represents complex work, and g pairs of analytic loops


i1; 
i2 can be chosen on the surface so that integrating zi�1dz
w

around either

loop of the pair leads to nonzero work, and to zero work on all the other

2g � 2 loops.

Example 6.12. When g D 1, the curve in Example 6.11 is nonsingular

and the part of it in .x; u; iv/-space appears in the picture in Figure 6.15

on p. 168. There is just one non-exact differential, dz
w

, and Figure 6.20 on

p. 172 shows the two conjugate sets of streamlines for it. We have seen on

p. 164 that the pair .}; }0/ parametrizes the curve, and the function field is

isomorphic to C
�

}.z/ ; }0.z/
�

.

6.14 Divisors

Keeping track of the number of zeros and poles of a function or differential

suggests the concept of divisor, which on a compact Riemann surface is

simply a formal sum of points-with-multiplicity. For example, take a poly-

nomial whose zeros are points P1; � � � ; Pn in C [ f1g, with Pi having

multiplicitymi . We can write the “divisor of zeros” as

a D m1P1 Cm2P2 C � � � CmnPn :
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In a specific case likep.z/ D .z�1/2.z/6.zC2C i/5 defined on C[f1g,

its divisor of zeros can be written as

2Œ1�C 6Œ0�C 5Œ�2� i � :

The reciprocal 1
p.z/

has poles at these points, and a negative multiplicity can

denote a pole. Therefore the divisor of poles of 1
p.z/

is denoted

�2Œ1�� 6Œ0�� 5Œ�2 � i � :

Bézout’s theorem implies that any polynomial of degree n has n poles, or

points at infinity (counted with multiplicity), since the line at infinity has

degree 1. Therefore for a polynomial like z5, the full divisor expressing the

placement and multiplicity of both zeros and poles would be 5Œ0�� 5Œ1�,

while the divisor of 1
z5 would be the negative of this, �5Œ0�C 5Œ1�. A

general divisor on a compact Riemann surface is written

a D m1P1 Cm2P2 C � � � CmnPn ;

where the coefficients can be any integers, positive, negative or zero. The

divisor’s degree is
Pn

iD1mi , denoted degŒa�. Divisors are added just like

linear combinations, so if a D 3P1�2P2 and b D �P1C2Q1C5Q2, then

aCb D 2P1�2P2C2Q1C5Q2. Since any integer can be a coefficient, any

divisor has an inverse, obtained by reversing the sign of each Pi ; the zero-

divisor is defined to be the divisor having all coefficients zero. Therefore

all divisors form an abelian group in the expected way. This group even has

a partial order: by taking a coefficient mi to be zero if necessary, we may

assume two divisors both have a common formm1P1Cm2P2C� � �CmnPn.

Then a � b provided the multiplicity of each point in a is equal to or greater

than the multiplicity of the same point in b.

A divisor expressing the placement and multiplicity of all zeros and

poles of a meromorphic function f is called a principal divisor, and is de-

noted by .f /. If it is m1P1 C m2P2 C � � � C mnPn, then mi is called the

order of f at Pi . If .f / � a for a divisor a, we say that the divisor .f / cuts

out a.

Two basic facts:

� Any meromorphic function f on a compact Riemann surface S as-

sumes every value (including infinity) the same number of times. Therefore

for any meromorphic function, degŒ.f /� D 0.

� On S , the set of all principal divisors forms a subgroup of the group

of all divisors. We say two divisors a and b are equivalent if a D .f / C b

for some meromorphic function f on S , and we write a Š b.
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Facts about divisors of meromorphic functions have parallels for divi-

sors of meromorphic differentials. Suppose a differential ! D fdz has a

local Laurent expansion .cnz
n
C cnC1z

nC1
C � � � /dz about the point P . If

cn ¤ 0, we say the order of ! at P is n. The order is nonzero at only finitely

many pointsPi , so ! defines the divisor .!/ D m1P1Cm2P2C� � �CmnPn,

where the order of ! at Pi is mi . We call .!/ a canonical divisor. If

!1 D fdz and !2 D gdz, then !1

!2
is a meromorphic function, so any

two canonical divisors differ by a principal divisor.

Since every principal divisor has degree 0, all canonical divisors on S

have the same degree. It turns out that this common degree depends only on

the genus of S : degŒ.!/� D 2g� 2. (See [Fulton], p. 107 or [Kunz], p. 153,

for example.) Since every canonical divisor is equivalent to every other one

on S , we denote a generic canonical divisor by c.

Example 6.13. On the Riemann sphere, let C be a coordinate system about

the south pole of the sphere, and consider the differential dz. That’s 1dz, so

the order of the meromorphic function 1 at each point of C is 0. That leaves

one point of the Riemann sphere to consider,1. The transformation z ! 1
z

maps C to a coordinate system about1. Therefore dz ! d
�

1
z

�

D
�1

z2 dz.

This has order �2, so the degree of dz is �2, fitting in with 2g � 2 since

the Riemann sphere has genus 0. This simple differential is representa-

tive of all meromorphic differentials as far as degree is concerned. That

is, degŒ.f /� D 0, so degŒ.fdz/� D �2 on the sphere.

Example 6.14. Suppose g D 1. The latitude and meridian circles in Figure

6.20 on p. 172 can be taken to depict two sets of streamlines. When viewed

in the square with opposite sides identified, one set of streamlines is made

up of horizontal gridlines, the other, vertical gridlines. An incompressible

fluid flowing along either set has constant nonzero speed, so the differential

dz has no zeros or poles, meaning that the order at every point is zero.

Therefore in this case degŒ.dz/� D 0, which is in keeping with our formula

degŒ.!/� D 2g � 2 when g D 1.

Example 6.15. For g > 1, Figure 6.21 on p. 174 suggests the basic idea. As

noted there, each time we add a hole to increase the genus, the everywhere

finite flows must branch at two additional points, resulting in 2g� 2 branch

points. We can think of the incompressible fluid as having net velocity zero

at the instant the streamline symmetrically splits apart, and this corresponds

to a zero of an everywhere finite differential. The two zeros per hole fits in

with degŒ.!/� D 2g � 2.
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6.15 The Riemann-Roch theorem

Compact Riemann surfaces have varying abilities to “hold” meromorphic

functions. One way of measuring the capacity is to fix a divisor a and ask

how many functions f on the surface have principal divisor greater than

�a. For example, on the Riemann sphere let P be the origin, let n be a

fixed positive integer, and suppose a D nP . Then 1; 1
z
; � � � ; 1

zn are n C 1

linearly independent functions all cutting out �a. This already generates an

.nC 1/-dimensional vector space over C since any linear combination also

cuts out �a. For example, suppose n D 4. The order of 1

z2 C
1

z3 is �3, the

minimum of �2 and �3, so the sum still cuts out �a. What about extending

the sequence of functions 1; 1
z
; � � � ; 1

zn ? That is, might either z or 1

znC1 also

cut out�a ? Not z, because its order at the origin is 1 and its order at infinity

is �1. There is no point of a at infinity, so the order of �a there is 0 and

�1 < 0. Also not 1

znC1 , because its order at 0 is �.n C 1/, which is less

than the order of �a there.

In this special case, the dimension of the vector space of meromorphic

functions cutting out �a is degŒa� C 1, so degŒa� C 1 acts like a credit

limit beyond which you may not charge your credit card. It’s not hard to

generalize from this special a to any a: for a on the Riemann sphere,

L.�a/ D degŒa�C 1 ;

where L.�a/ denotes the complex dimension of the vector space of all

meromorphic functions cutting out �a.

The above formula is for g D 0. What about a Riemann surface of genus

1? Take a simple case such as a single point P for a. Then degŒa� D 1,

so the above formula, if true, would predict that the dimension L.�a/ is

degŒa�C1 D 2. The constant functions on the torus form a one-dimensional

vector space, so the formula works if we can find a meromorphic function

on the torus having a single zero at P and no other zeros, as this would

perfectly fulfill the restriction imposed by a. The catch is,

There is no such function!

There are meromorphic functions on a Riemann surface of genus 1 that

assume every value twice: the Weierstrass }-function is an example, and so

is its derivative }0 . Since these two functions generate the function field of

the Riemann surface, it might be guessed that every function assumes every

value at least twice. This is indeed so — there’s no meromorphic function

that assumes even one value exactly once. This phenomenon arises when we

move from a genus zero curve to a genus one curve, so any generalization
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of our formula must take into account the genus of the underlying Riemann

surface. The full answer to this state of affairs is this:

Theorem 6.6. (Riemann-Roch theorem) With notation as above, on a

compact Riemann surface of genus g,

L.�a/ D degŒa�C L.a � c/ � g C 1 :

Compared with the formula for g D 0, the two middle terms on the

right side are new. It is beyond the scope of this book to prove this impor-

tant theorem. Full proofs can be found in [Griffiths], [Kendig 2], [Kunz],

[Springer], or [Walker], for example.

Here are some consequences of the Riemann-Roch theorem.

�When g D 0, the Riemann-Roch theorem’s formula reduces to

L.�a/ D degŒa�C 1 :

To show this, note that the two new terms in the Riemann-Roch theorem’s

formula areL.a�c/ and g. Since g D 0, we need show only thatL.a�c/ D

0. This is true since if any divisor b has positive degree, then there can be

no function cutting out this divisor. If there were, the function would have

additional poles to keep the number of poles equal to the number of zeros.

Those additional poles imply points outside b having negative coefficients,

but all points of S outside b have coefficient zero. We therefore assume

degŒa� � 0 so that L.�a/ ¤ 0. Since g D 0, degŒc� D 2g � 2 D �2, so

a � c has positive degree and therefore L.a � c/ D 0.

�We can deduce from the Riemann-Roch theorem that if the Riemann

surface S is a torus, then there exists no function on S having a single

simple pole. To show this, let P be any point on S , let a D P , and let’s see

what the formula gives forL.�a/. The first term of the formula’s right-hand

side is degŒa�, which is 1. The next term is L.a � c/. Now

degŒa � c� D degŒa�C degŒ�c� I

degŒa� D 1 and degŒ�c� D 0 since degŒc� D 2g � 2 D 2 � 2 D 0, so

degŒa � c� D 1 > 0, and L.a � c/ D 0. Finally, since g D 1, the last

two terms of the formula cancel, so that for a D P , we have L.�a/ D 1.

But the constant functions on S already fill out a vector space of complex

dimension 1. Any nonconstant function would expand it to dimension 2, so

there can be no function on S with P as a pole. Since every meromorphic
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function on any compact Riemann surface assumes each value the same

number of times, there is no meromorphic function on a torus that assumes

any value exactly once.

� The Riemann-Roch theorem allows us to determine the dimension of

the vector space of those functions cutting out any canonical divisor. To find

this dimension, choose a to be c. The formula then reads

L.�c/ D degŒc�C L.c � c/ � g C 1 :

Now degŒc� D 2g � 2, and c � c is just the divisor with all zero coeffi-

cients, so it corresponds to the 1-space of constants on S . Substituting gives

L.�c/ D .2g � 2/C 1 � g C 1 D g. Therefore the vector space of mero-

morphic functions cutting out the canonical divisor has dimension g.

� The termL.a� c/ is nonzero only when the divisor a has degree equal

to or less than 2g � 2. This term becomes 0 when a’s degree is more than

2g�2, for then the divisor a� c has positive degree, and by the observation

made a moment ago, there are no functions cutting out a � c. Therefore

whenever degŒa� > 2g � 2 , the Riemann-Roch theorem becomes

L.�a/ D degŒa� � g C 1 :

� The embeddings mentioned in Chapter 5 (p. 127) have an analog for

compact Riemann Surfaces that are abstractly defined, with no mention of

surrounding space. The Riemann-Roch theorem guarantees that on any such

surface, there are always enough functions to embed it in P
3.C/. See [Fis-

cher], p. 169.
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[Picard] Émile Picard, Traité d’Analyse, Gauthier-Villars et fils,

Volumes I–III, 1891–1896. (Online, search for “Picard

Traite d’Analyse”)



“master” — 2011/6/16 — 10:42 — page 187 — #203
i

i

i

i

i

i

i

i

Bibliography 187

[Reid] Miles Reid, Undergraduate Algebraic Geometry, Lon-

don Mathematical Society Student Texts 12, Cam-

bridge University Press, Cambridge, U.K., 1988.

[Seidenberg] Abraham Seidenberg, Elements of the Theory of Alge-

braic Curves, Addison-Wesley, Reading, Mass.,1968.

[Springer] George Springer, Introduction to Riemann Surfaces,

2nd edition, AMS Chelsea, 2001.

[S-S] Lynn A. Steen and J. Arthur Seeback, Jr., Counterex-

amples in Topology, Dover Publications, New York,

1978 edition.

[van der Waerden] B. L. van der Waerden, Modern Algebra Volume I,

Frederick Ungar Publishing Co., New York, 1953

[Walker] Robert Walker, Algebraic Curves, Dover Publications,

New York, 1962.

[Whitney] Hassler Whitney, Complex Analytic Varieties,

Addison-Wesley, Reading, Mass., 1972.



“master” — 2011/6/16 — 10:42 — page 188 — #204
i

i

i

i

i

i

i

i



“master” — 2011/6/16 — 10:42 — page 189 — #205
i

i

i

i

i

i

i

i

Index

abelian group, 165, 180

abelian variety, 165

affine curve, 40, 46

affine curve in R2, 40

alpha curve, 34, 52, 55, 93, 95, 100, 106,

111, 117, 118, 121–123, 126–129

analytic branch, 52, 58

analytic continuation, 80

analytic function element, 80
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