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The 3rd IIMA International Conference on Advanced Data Analysis, Business Analytics and

Intelligence (ICADABAI-2013) is being organized with the purpose of exploring the frontiers

of theory and applications of Data Analysis, Business Analytics and Business Intelligence in

the context of rapidly changing economic and business environment. The conference brings

together leading academic researchers and practitioners from universities, research institutions

and industries from India and abroad to a common platform with a view to facilitate the

sharing of research based knowledge and cutting edge applications.
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Institute of Management, Ahmedabad (IIMA) in 1961 as an autonomous body with the active
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O



fficial Statistics in the last 60 years or so has evolved enormously.  In the period before the

second world war, the work of National Statistical Office may have been limited to giving

a simple descriptive statistics of the nation based on relatively few sources of administrative

records.  The period after the war saw rapid growth in the range and scope of statistics put

out by National Statistics Offices.  These now include at one end measures of economic

activity such as National Income to a range of measures of social development and human

well-being on the other end.  But these developments are overwhelmed by the sheer size and

scope of information which has become available in the last 20 years through the growth of

communication, internet and the widespread availability of computing resources.  The rise

of the internet has made available wide range of data.  The data arrives from the fact that

individuals, Governments and businesses are using the new technology to maintain records

and manage their affairs.  Thus it is in principle possible to observe a individual on where he

goes from  his mobile, what he buys from his credit card so on.  On the one hand these raise 

the possibility of detailed descriptions of our society on the other the fears of loss of privacy.
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Online Early Detection of Change for High

Volatility Multivariate Portfolios and Updating VaR

Ashis SenGupta
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D



ue to the initiation of the open market and the emergence of international players in our

domestic financial horizon, prices of shares, stocks and even bonds have been experiencing

high volatility previously not encountered. The term volatility refers to the variability of the

financial returns, which may change from time to time. Financial data exhibit certain patterns,

which are crucial to be identified in order to achieve satisfactory model specification. Of special

concern among these patterns is the display of fat tails, which translates to high volatility or

infinite variance. Asymmetry in the distribution is another such important feature.

In the modelling and forecasting of returns from financial investments or for exchange rates,

volatility plays a key role. It relates to risk management, derivative pricing and hedging,

market making, market timing and portfolio selection. Its impact on the change in price is

profound. An option trader would like to know the volatility that is expected over the future

life of the contract. To hedge his contract, he may be interested in knowing how volatile the

stock market is in future. More generally, an investor seeks an early determination of the

possible change in his investment portfolio during the course of trading.

Gaussian assumption has been the fundamental key underlying the theory of modelling the

modern portfolios. Usually, efficient portfolios are given by the traditional mean-variance

trade-off consideration, where the investor has to maximize the expected return (profit) for

a given variance (volatility). In the portfolio analysis framework, the variance corresponds to

the risk measure. Thus, for high volatility non-Gaussian, specially fat-tailed distributions with

infinite variance, alternate measures must be defined.
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Given the high volatility exhibited in various price markets, the early detection of change-point

in price distributions is of crucial current interest. We first present methods for detecting change

retrospectively. Next, online optimal decision rules are presented for such early detection as

using distributions in the exponential family. It is proven that a well designed multivariate

portfolio consisting of suitably correlated profiles can achieve this detection at an earlier stage

compared to univariate decision rules applied independently. This important feature is shown

to persist even for low shift-to- noise ratio environments. It is then recalled that unfortunately

high volatility distributions are seldom, if at all, members of the exponential family. Cauchy

and double exponential distributions are some such popular models. We thus study the

performance of our rules for sensitivity and robustness with respect to these distributions. The

work of Mandelbrot has shown the appropriateness of more general families, which include

these two distributions, for price distributions. However, in general these families do not

possess any analytical closed form for their probability density functions. This leads to the

complexity of inference involving the parameters of such distributions.

In this era of emerging complex problems, multidisciplinary research in mathematical sciences

has become indispensable. Directional statistics is one such scientific innovation as which on

one hand is developed from the conglomeration of the inductive logic of statistics, objective

rigor of mathematics and the skills of numerical analysis of computer science. On the other

hand, it possesses the richness to handle the need for providing statistical inference to a wide

and emerging arena of applied sciences. Directional data (DD) in general refer to multivariate

observations on variables with possibly circular ones. Circular random variables are usually

those which pertain to observations on directions, orientations, etc. Data on periodic occurrences

can also be cast in the arena of DD. Analysis of such data sets differs markedly from those for

linear ones due to the disparate topologies between the line and the circle.

We overcome the aforementioned problem of modelling high volatility data by appealing

to the area of probability distributions for directional data. First, methods of construction of

probability distributions for such data are presented. This is a challenging problem leading

to that of deriving distributions on smooth manifolds, such as those on the torus and the

hypertorus. Then, it is shown how methods for DD can be exploited to provide solutions to

obtaining crucial inference for high volatility distributions. The use of DDSTAP, the statistical

package for DD, developed by the speaker is demonstrated for detection of change-point

retrospectively. Online detection methods are then proposed for such distributions. While the

modelling problem may be overcome by a judicious choice from the family of distributions

enhanced for DD, non-trivial difficulties are encountered in deriving optimal decision rules

with them.

Once the change-point is detected, characteristics of the portfolio affected by it must be

evaluated.

The most prominent characteristic in terms of the risk measure certainly is Value at Risk (VaR).

It refers to the question of how much a portfolio position can fall in value over a certain time

period with a a priori chosen probability. VaR is the crucial measure in the financial sectors

for determining market risk and mandatory capital reserves. The estimation of VaR is hence of

substantial importance. We briefly discuss this aspect also.

The above methods are exemplified through several real-life financial data sets. Finally, several

interesting and important problems in this context for future research are exposed.
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A



nalytics has become critical to better decision making for organizations around the

world. While the concepts surrounding analytics have been around for 50+ years, recent

developments in AI/Machine learning (science), understanding human behavior (art) and the

organizational environment (secret sauce) have made it challenging for companies to create

world class analytics capability to deliver innovation, insight and impact. The complexities of

Big data, need for sophisticated techniques, lack of sufficient consumer insight and challenges

in hiring/building a team make it hard for organizations to realize the promise of analytics to

drive competitive advantage.
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T



his research paper attempts to do an impact assessment of the role of financial services in

entrepreneurship development within the MSME sector in India. Access to well-functioning

and efficient financial services can empower the micro and small enterprises, allowing them to

better integrate into the country’s productive processes and contribute to the more resourceefficient and sustainable economic growth, thus, addressing the issues of economic and social

equity. Financial inclusion in this particular sector can facilitate the up scaling of innovations

for nurturing the energy-efficient technology necessary for sustaining the “Green Economy”.

The study focuses on a strongly positive link between the total outstanding credit of all the

scheduled commercial banks to the MSME sector and growth of the total product of the

MSME sector during 2000-2010, using the Regression Analysis and Time Series model like

NLS and Autoregressive Moving Average (ARMA) approach. The results highlight that the

enhancement of financial assistance clearly generates a positive and statistically significant

impact on the growth of the MSME sector which is capable of contributing in big way towards

the self-sustaining economic growth in India. This study also highlights several related

issues on which more exploratory research is needed in the context of channelizing financial

assistance to the MSME sector for effectively taking the economy on the path of green growth.
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R



ecently commodity products have been widely recognised as an important asset class.

Financial investors regard commodity investing very effective and important as it helps

in diversifying portfolio risk, improving the risk/return profile of the portfolio and works

as hedging tool against inflation. In India, commodity future trading is relatively new and

facing restrictions/oppositions in terms of less innovative products and limited participation.

Commodity indices in India are not traded, however, exchanges and investors are advocating

the need of commodity indices as important investment vehicle. Hence, this study proposes

a wavelet-based multi-resolution DCC-GARCH model to investigate dynamic conditional

correlation between Indian stock index and commodity indices. We consider NIFTY as equity

index and for commodity indices, MCXCOMDEX, MCXAGRI, MCXENERGY, MCXMETAL

of MCX are used. We decompose the daily data into different frequencies/resolutions (2, 4, 8,

and 16 days) using wavelet analysis to understand the characteristics of conditional correlation

structure between NIFTY and commodity indices. The data rages from 1st August 2005 to 5th

January 2012. We find that direction and magnitude of conditional correlations significantly

vary with their time scales. MCXMETAL is relatively less correlated (though very less on

absolute basis) with NIFTY in shortest time horizon (2 and 4 days) than other indices, gives a

signal to daily traders to accommodate MCXMETAL in their portfolio. However, in longest

time horizon (8 and 16 days), MCXAGRI shows lower correlation giving similar signals to

investors who trade on monthly or bi-monthly basis.
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T



his research explores the unique selling proposition (USP) in wedding planner market

and aim to position it at various service levels. We explored the mismatch between the

customer expectations and wedding planner services, and discovered the common factor

that discriminates both of them in the state of Tamilnadu. Based on the common factor, the

service level leap for the wedding planners has been identified. This research identified the

gap among customer expectation and wedding planners’ service level weights by extorting

multivariate analysis; determine the USP by employing Box – Ljung Statistic, and recursive

positioning of USP with MDD analysis. We conclude that an integrated time-driven network

is essential to satisfy the customers. The additional cost involved in the time-driven network

is to be considered as an opportunity cost. Time-driven network can be implemented using

MDD analysis. The research enables to identify a non-linear growth tools necessary while

marketing to different types of customers following different cultures.

Keywords: Service level leaps, Fragmented Marketing, Extreme Marketing
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Bayesian network is a kind of probabilistic graphical model to represent the relationships

between variables. It provides an effective and natural way to represent causal

relationships. Bayesian networks have the ability of capturing both qualitative knowledge

through their network structure, and quantitative knowledge through their parameters.

While expert knowledge from practitioners is mostly qualitative, it can be used directly for

building the structure of a Bayesian network. In addition, data mining algorithms can encode

both qualitative and quantitative knowledge and encode both forms simultaneously in a

Bayesian network. As a result, Bayesian networks can bridge the gap between different types

of knowledge and serve to unify all available knowledge into a single form of representation.

Within many domains, the amount of data available is so large that learning directly on the

data is intractable. In order to deal with this intractability, learning is applied to features

extracted from the data. The method for extracting features is generally specific,. In this paper

applications related to data mining in Electronic commerce are discussed using Bayesian

Classifiers and Bayesian Networks techniques for extracting and encoding knowledge from

data.

Keywords: Bayesian Classifiers, Probabilistic graphical model, Electronic Commerce, Data mining



S-181



Improvements to be introduced in the algorithms of CVRP

and VRPB when solved over instances involving asymmetric

distances and heterogeneous fleet.

Kaviti Keshav Kumar, Sunil Agrawal



PDPM Indian Institute of Information Technology, Design and Manufacturing, Jabalpur



T



his paper shows the modifications to be introduced in the models of Capacitated Vehicle

Routing problem (CVRP) and Vehicle Routing Problem with backhauls (VRPB). In the

paper Ubeda et al. (2011) CVRP and VRPB models have been proposed over instances involving

symmetric distances between the nodes which follow the triangular inequality. The fleet has

been considered to be homogeneous. Our work is based on instances in which the distances

between the nodes are asymmetric and do not follow the triangle inequality and the fleet is

considered to be heterogeneous. The CVRP and VRPB models given by Ubeda et al. (2011)

are good enough to solve over the instances in our work and provide an optimal solution.

However, in our work we have proposed two modifications in the constraints of the existing

models and have shown with the help of a numerical example that these modifications lead

to the improvement in the value of the objective function obtained. Three different cases have

been considered to show the effects of these two modifications. Case I consists of the model

with the first modification only which gives the flexibility to choose only those vehicles in the

fleet that are good enough to satisfy the demand of all the customer nodes instead of using

all the available vehicles. Case II consists of the model with the second modification which

allows every node to be visited by more than one vehicle instead of restricting every node

to be visited by a single vehicle. Case III consists of the model with both the modifications
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considered simultaneously. In the numerical problem the results obtained by the application

of the above mentioned cases in the respective models have been compared with the results

obtained by the unmodified models of CVRP and VRPB (given by Ubeda et al. (2011)) when

solved over the instances mentioned above. The results obtained in the former case were better

compared to the latter and they have been explained in a detailed manner in the paper.
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I



n this Research paper, we study the impact of fourteen explanatory variables related to

product and policy holder characteristics on lapsation of Indian Life Insurance Company.

Our study has a distinguished contribution to the existing literature. The data is obtained

from a large Indian life insurance company and includes product categories like Traditional

and Unit-linked products which is a consumer database of 2967 contracts. The analyzed time

period taken is from 2008-2011. We extend the existing literature by considering some new

explanatory variables related to product and policyholder characteristics like dependency,

occupation, gender, education, marital status and outstanding premium. Lapse of a contract

is defined as a binary event as the contract can either be valid or lapsed and we use logistic

regression model to analyze the lapse rates with respect to the specific explanatory variables.

The findings of the paper show that product characteristics like sum insure, product type,

outstanding premium, mode of payment, policy duration and outstanding policy duration

and policy holder characteristics like age of the policy holder, occupation, dependency, marital

status are important drivers of lapsation . For policy duration, our result contradicted the

existing literature. This paper displays a better picture of the lapse drivers and will surely help

the Insurance Company to minimize the lapse.

Keywords: Lapsation, Dependency, Outstanding premium, outstanding duration, Rider
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I



n this paper, we propose an interesting approach for testing exponentiality against NBAFR

alternatives based on a technique involving density estimation. Thus our testing problem

can be formulated as:



H0 : F is exponential

vs.



H1 : F is NBAFR and not exponential

A measure of deviation from exponentiality has been derived on the basis of an inequality

which we have proved. A test procedure has been suggested and a test statistic has been

constructed using density estimators. The asymptotic normality of the test statistic has been

18 | 3rd IIMA International Conference on Advanced Data Analysis, Business Analytics and Intelligence



established. established. The consistency of the proposed test is also proved. Finally, we have

evaluated the performance of our test against two well-known alternatives, the Weibull and

gamma distributions.

Keywords: Hypothesis testing, NBAFR distribution, density estimation, asymptotic normality.
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W



e have proposed a Cognitive Business Intelligence (CBI) framework that is based

on human cognition. Further, this framework is applied to a managerial decision

scenario of dynamic portfolio design, where a portfolio of stocks is dynamically selected

and optimized. A review of extant literature indicated a need for developing systems that

can make and suggest decisions. The Business Intelligence systems in vogue today are all

based on the rational decision-making paradigm. However, it is well-established that human

beings, including managers in their work settings, rely on intuition-based decision-making.

In this work, we identified the major brain traits that contribute to human decision-making

and based on that have proposed the CBI framework that can be used to develop decisionmaking systems. We have demonstrated its viability by applying it in the domain of portfolio

selection and optimisation. The intelligence block in our framework was implemented using

Artificial Neural Networks, and the creativity block using Genetic Algorithms. The monthly

absolute percentage error values obtained on out-of-sample testing of stock price prediction

is between 4 percent to 7 percent for the companies considered, which is far superior to the

naïve prediction, wherein, in the absence of any other information, we consider that the next

day’s stock price will remain the same as today’s price. With the adjustment for the volatility

factor, we could bring down these absolute percentage error values by 1 to 2 percent, thereby

increasing the accuracy of prediction. Using these predicted values, portfolio selection and

optimization was done using genetic algorithm.
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T



he macro challenges of the Indian economy (Bhattacharya & Mukherjee, 2002), along with

the inherent volatility in IPO returns (Loughran & Ritter, 2004), keep the retail investors

away from the Capital market. With more companies, getting ready to go public, there is an

urgency to boost retail investor confidence, to remain invested in the Capital Market for a

long term, through IPO’s. There is documented evidence that underpricing of IPO’s raises

investors’ attention and thereby triggers investment in secondary markets (Peter, 2007).

The study aims at understanding (1) The issue characteristics of IPO’s which are underpriced (2)

Is Underpricing a signal of firm’s quality (3) The relationship between extent of Underpricing
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and Long run performance of shares. (6) The extent of Underpricing required to induce

uninformed investors to bid for the shares (7) Identifying the Indian IPO Performance Cycle

span.

The Causal Research design is used in the research. The share prices of Companies that went

public on NSE between 1992 and 2012 are used for the Analysis. Structural Equation Modeling

was used to find the relationship between Explanatory variables of underpricing and long run

performance of IPO’s.

It was found that, lesser the extent of underpricing better is the long run Performance of

IPO’s. IPO underpricing is larger, when the after – market is less liquid and less predictable

is its liquidity. Also evidence is found that, initial day return, offer size, leverage at IPO date,

ex-ante uncertainty, and timing of issue are statistically significant in influencing long run

underperformance.

Keywords: Indian IPO’s, Mispricing, Long Run Performance, Structural Equation Modeling, Investor

Attention
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ndian Agricultural Industry is plagued by over dependence on rainfall for crop produce.

Amount of rainfall recorded at any place and at any time is a probabilistic phenomenon

which results in unexpected financial loss to the farmers. To indemnify these losses, a few

insurance companies operating in India have come up with insurance products that provide

compensation based on amount of seasonal rainfall. In this paper, we intend to do the following:



• Study geographical and temporal variations in rainfall patterns in India

• Analyze the rainfall insurance policy structure and design.

• Model a hypothetical rainfall insurance product on the rainfall data to find the payoff

and analyze the results.

• Analyze different aspects of the insurance from the point of view of insurance company

and give suggestions / recommendations on the same.

Based overall analysis, it is recommended that• Insurance company should reap diversification benefits by selling policy across diverse

geographical regions.

• Company needs to operate for a minimum number of years to remain profitable in the

long run.

• Cash reserves equal to maximum average payoff need to be kept to sustain years of

drought.

• Company can modify the design of the policy by varying the exit and strike rainfall to

either maximize payoff for a few farmers or maximize the number of farmers getting

smaller pay off.

• Company should sell disproportionate number of policies in different regions to

maximize profits. Markowitz frontier analysis can be used to calculate this number.
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n today’s competitive business environment, business leaders must identify and implement

analytical solutions that will enable the enterprise to remain competitive. This paper presents a

hybrid Predictive Analytics solution that will proactively categorize claims involving Warranty

Abuse, which could cut warranty costs and improve customer support experience over the

long term. The innovative part of the solution is the design of an integrated platform for text

mining and predictive modeling for the derivation of actionable data driven business insights

by integrating of complex unstructured and nominal data. A hybrid approach developed

using business rules and advanced analytical techniques such as the Naïve Bayes Classifier

supplemented by Memory Based Reasoning is used to categorize degrees of potential warranty

abuse. Warranty Entitlement, Sales and Claims data are brought together in an integrated data

warehouse providing complete visibility into the claim ecosystem providing the canvass for

the Predictive Analytics solution.

Keywords: Warranty abuse, non-compliance detection, predictive modeling, Naïve Bayes, Binary data,

KVQ clustering
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his paper explains how a probabilistic simulation model can be used for the design of

effective marketing promotions of consumer goods and services, where each instance

of purchase is of low value i.e. low-ticket sized purchases. In such categories, a meaningful

assured gift with each purchase may become relatively expensive as compared to the purchase

value. In such scenarios, a gift may be offered on accumulating a number of purchases over the

promotion period. Consumers need to collect tokens given with each purchase and accumulate

specific sequences to qualify for certain offered gifts. If only worst case scenarios of costs, such

as say, all gifts being disbursed, are considered during design of promotion, such scenario

may actually be of low enough probability and it may give an incorrect picture of actual costs.

Using a probabilistic simulation model for the expected values of occurrences of qualifying

sequences enables a correct view of costs that are likely to incur which will be closer to real

world performance. The paper outlines steps in designing the promotion, as well as creating

the simulation model for the promotion. An example is considered to demonstrate each step in

the design and modelling and results are presented. It is found that the expected value of the

promotion may differ significantly from the worst case value scenario of full disbursement of

the gifts. The model can be run with different value of promotion parameters to optimize the

promotion attractiveness for consumers.

Keywords: Cost Optimization, Expected Gift Occurrence, Promotion Design Process
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usiness simulation games are in vogue in recent times to educate executives providing a

platform to test and learn business acumen. Simulations provide an opportunity to practice

new methods, processes and technologies without risk, and immerse participants in the new

behaviors required for business success.

This focus of this paper is on how advanced analytics can facilitate deeper real-world experiences

in business simulation exercises. This paper alludes to a business simulation exercise that the

author created, where intensive mathematical models yielded unique results. The theme of

the business simulation game described in this paper is to empower executives to think like

entrepreneurs and open out a new business venture in a safe, virtual environment. In this

simulation, customer and supplier behavior is modeled in a competitive, virtual marketplace,

serving as the basis for testing performance and profitability. The simulation is created

using all possible real-life scenarios and is driven by the participant’s choices on location,

budget, staff hiring, time allocation, operational amenities, and so on. As they progress in the

simulation, participants get to assess the performance of the venture on areas such as financial

results, marketing, talent, operations, and so on; they also experience critical moments, and

— most importantly — are confronted with the consequences of their decisions. Additionally,

participants can improve their results over multiple business periods in the simulation.

Calculation of scores for the player’s choices is performed using a tree based algorithm.

This simulation game empowers executives to get abreast with the potential effects of their

decisions, helping them plan for potential future scenarios.

Keywords: advanced analytics, modeling, competition, distribution, dynamic simulations, strategy

building
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Purpose of Research:



O



utbound calling is the most commonly used channel for Service organizations in order

to engage customers and cross-sell their products. However it’s also one of the most

intrusive ways of customer engagement. Most of the instances the customer is not in the right

frame of mind to receive the communication that service provider wants to send to him /

her. With more and more customers registering for DNC and NDNC, the accessibility of such

customers is also reducing.

In such a challenging environment, it is most appropriate to engage with the customer when

he / she’s proactively interfacing with the service provider thru the inbound channels (e.g.

Customer Service). For HDFC Bank, Customer Power is one such channel which provides
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an access to a customer while he / she’s interfacing across touch points like ATM, Internet

Banking and Phone Banking.

Given the value of these customer-led interactions, it’s equally important to put forward a

relevant message to the customer at each of such interactions. There was a need to develop a

solution that helps HDFC Bank identify the most relevant product / service at customer level

based on all the information available at customer level.

Methodology:

In order to map customer needs with HDFC Bank offerings, we have used multinomial

regression to arrive at the product having highest propensity out of around 12 products to

be sold to the customer. The propensity is arrived at by considering various parameters like

customer profile, customer behavioral characteristics, customer’s extent of engagement with

the bank etc.

The inherent issue in multinomial logistic regression algorithm is that Prediction for a category

of response variable heavily gets influenced by the number of customers belonging to that

category. Since algorithm attempts to minimize mismatch between actual and predicted at

overall level (and not for individual response category), typically response category with

highest number of customers in development base gets over-predicted. However in real

world, correct prediction for each response category may be of greater interest rather than

minimizing mismatches at overall level (considering the fact that per correct prediction for

different response category would lead to different profit). This was achieved by assigning

correct weights for each response category.

Following two levels of correction to the final sequencing of score at customer level were done

1. Adjusting for risk scores for lending products: In case the key product identified basis

customer profile and behavioral characteristics is a loan product, the risk qualification of

the same becomes an equally important step. A propensity scorecard to arrive at risk scores

was also used. Only the risk qualified customers were considered for cross-sell of lending

products. In case a customer is not risk qualified for the lending product prioritized for

them, the next best product is offered to the customer.

2. Applying business logic for obvious eliminations: Over and above the sophisticated

science applied, some tweaking basis the business logic is also done in order to improve

the success rate. Eliminations are done in instances where the customer is identified for a

product which he is already holding and the product characteristic is such that it can’t be

sold in multiples in immediate future, e.g. Home Loan, Auto Loan etc.

Major Results:

The Bank started using this solution for inbound campaigns from Aug’11 and is being used on

a regular basis. Over 6 CP (Customer Power) campaigns launched using the scorecard. These

campaigns have resulted into an incremental asset booking of over 40%.

Implications:

The multiproduct scorecard helped Bank reduce the outbound calls and replace the same with

inbound interactions. Significant numbers of the outbound calls were replaced with inbound

interactions using the scorecard. This has also resulted into an improved product holding at

customer level.

Key words: Multinomial, Logistic Regression, Product Prioritization, Inbound Channel, Customer Power
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T



he study of stock market efficiency has been the objective of many researches since the last

few decades. The financial sector in India has undergone radical reforms, particularly in

the stock market segment, since early 1990s. Capital market volatility is often described as the

rate and magnitude of changes in prices and in finance often referred to as risk. To a certain

extent, market volatility is unavoidable, even desirable, as the stock price fluctuation indicates

changing values across economic activities and it facilitates better resource allocation. Stock

exchanges to some extent play an important role as indicators, reflecting the performance of

the country’s economic state of health. Testing duration in stock markets concerns the ability

to predict the turning points of bull and bear cycles.

We study some point process models to fit the data from Indian stock market cycles. We have

considered the BSE 30 (SENSEX) data from January, 1991 to August, 2012 for bull and bear

markets. The duration dependence of stock market cycles can help to pinpoint the peaks and

troughs in these cycles. Upon carrying out various statistical procedures and goodness of fit

tests, we found that the Nonhomogeneous Poisson Process models like Power Law Process,

Modulated Power Law Process, Log-linear process and other models are some of the possible

alternative models to describe the data. We provide estimates, confidence interval estimates

and tests of hypothesis for the parameters involved in a particular model. The future predictions

of bull and bear market cycles are also done.
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he contribution of Banking Industry in Indian Economy is huge and growing. Banks are

providing various types of loans and advances. The loans are classified into two categories

i.e. performing & non-performing assets. As the borrowers default in repayment, it affects

banks income, funds availability for subsequent lending and affects banks’ capital base also.

Banking institutions all over the world face significant challenge due to default of borrowers.

The cumulative loss due to defaults occurring at random instants of time and built up over

a period of time could often wipe out the capital cushion and could lead to failure of these

institutions. The first step in managing the risk management is to monitor the expected

cumulative loss. Defaults occur at random instants of time and the loss amount is also random

The cumulative loss can be estimated with the stochastic modelling. So far the literature

provides focus on problem on cumulative default following markovian features like time

dependency etc. This paper considers a non markovian time dependent random point process

to model the cumulative default loss.

We propose to consider that each default occurs at random instant of time, not necessarily

of Poisson type, triggers a loss amount built up over a period of time. The random defaults
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occurring at different times do not interfere with each other. Analytical expressions are

obtained for expected cumulative loss and its volatility. The model is generic and could be

used by banks for forecasting cumulative loss for any type of loan.

Keywords: Banks, Random point process, Expected cumulative loss, Non markovian.
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W



e present a novel wavelet based forecast model integrating wavelet filters for denoising

and Improved Instance based learning approach. The proposed model implements a

novel technique that extends the nearest neighbor algorithm to include the concept of pattern

matching so as to identify similar instances thus implementing a nonparametric regression

approach. A hybrid distance measure combining correlation and euclidean distance to select

similar instances has been proposed. To illustrate the performance and effectiveness of the

proposed model, simulations using Synthetic time series such as Mackey-Glass benchmark

series, Lorenz time series, Air passengers time series, Santa Fe laser time series, Sunspot time

series have been carried out. We apply a comprehensive set of non redundant orthogonal

wavelet transforms for individual wavelet subband to denoise the signal. The work

demonstrates the feasibility of integrating with suitable non-redundant orthogonal wavelet

filters at the preprocessing stage to achieve accurate forecasting. The multi-scaling property

of the wavelet transform enhances the prediction with high accuracy for volatile time series.

The impact of using Discrete Wavelet Transform (DWT) has been systematically illustrated in

the preprocessing stage on the accuracy of forecasting. The proposed IIBL and WIIBL models

performance have been compared with the conventional neural network, wavelet and wavelet

denoising methods and experimental results indicate that the proposed model provides much

better forecasting results than existing methods, and is able to learn and generalize better than

conventional neural network and wavelet network models reported.
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n this study, we empirically investigate the relevance of financial market variables, namely,

the term structure of interest rates, reverse yield gap (RYG) and commodity prices (gold),

as indicators for inflation expectation in India. For the term structure we employ a simple

linear regression, on the lines of (Mishkin,1990), to ascertain whether term structure of interest

rates in India has useful information about future inflation. The investigation reveals that the

restricted dynamics of the term structure in India does not make it a useful predictor for future

inflation.

For RYG and gold prices, we employ VAR models to generate out-of-sample forecasts for 1

to 5 month ahead inflation and evaluate the performance of these forecasts against a simple
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AR benchmark by comparing their RMSE values. The results suggest that there is a modest

increase in the forecasting performance after the inclusion of these variables, however, the insample fit of the models is not very impressive.
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hile the assumption of normality is required for the validity of most of the available

control charts for joint monitoring of unknown location and scale parameters, we

propose and study a distribution-free Shewhart-type chart based on the Cucconi statistic, called

the Shewhart-Cucconi (SC) chart. We also propose a follow-up diagnostic procedure useful to

diagnose the type of shift the process may have undergone when the chart signals an out-ofcontrol (OOC) process. Control limits for the SC chart are tabulated for some typical nominal

in control (IC) average run length (ARL) values; a large sample approximation to the control

limit is considered which can be useful in practice. Performance of the SC chart is examined in

a simulation study on the basis of the ARL, the standard deviation (SD), the median and some

percentiles of the run length distribution. Detailed comparisons with a competing distributionfree chart, known as Shewhart-Lepage (SL) chart show that the SC chart performs just as well

or better. The effect of estimation of parameters on the IC performance of the SC chart is

studied by examining the influence of the size of the reference (Phase-I) sample. A numerical

example is given for illustration. Summary and conclusions are offered.
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‘



ealth equity’ as a national priority has been an integral part of the Indian ‘National

Policy Framework’ ever since World Health Organization Report (2000) stated “reducing

health inequalities is an ethical imperative’. Thus, it is only in recent times, equity in access to

and use of health services has emerged as a vital area for policy research and action. This paper

is an attempt to gather some insights by understanding the socio-economic factors or causes

of state-level health inequality. The objective is to portray the status of health deprivation

across districts of Odisha and to reveal its group-related dispersal. The methodology of

the study involves use of techniques from economic literature on inequality measurement.

Robust statistical measures of dispersion, like concentration curves, concentration index and

Gini index measure of per capita monthly consumption expenditure are used to undertake

state-level analysis of the extent of health inequality that are systematically associated socioeconomic status. Concentration indices of infant mortality rate, death rate, birth rate etc.

have been computed and represented through graphs and tables for interpretation. To focus
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attention on issues of association and causation, an econometric analysis of health involving

estimation of regression model for health are also attempted to comprehend the differences in

health inequality. The results of the empirical study suggest that if overall income levels are

lower (higher), then health inequalities are also lower (higher). The results of regression shows

that literacy and head count ratio are significantly related with levels of health inequality in

Odisha.

Keywords: Gini coefficient, Concentration Index, Net District Domestic Product, Concentration curves.
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laucoma, eye anarchy is one of the supreme causes of blindness whose inception causes

devastation of optic nerve and eventually leads to vision loss. Hence, it calls for a need to

have an early detection of disease to espy the decadency of Optic Nerve Head (ONH) in a noninvasive mode through Retinal Colored Fundus photographs. This paper proposes a computer

aided system for an automated detection of Glaucoma using feature extraction techniques

on normal and glaucomatous images. In particular, Anisotropic Diffusion Filter for noise

removal, Otsu Thresholding, Canny edge map and Image Inpainting for extraction of retinal

blood vessels, K means Clustering, Multi-thresholding, Active Contour Method, Artificial

Neural Network, Fuzzy C Means Clustering, Morphological Operations have been used and

compared using average measures for detection of boundary of optic disc and cup, modeled as

elliptical objects. Adaptive Neuro Fuzzy Inference System, Support Vector Machine and Back

Propagation Network classifies batch of 20 images obtained from Vitreo Retina Unit, AIIMS,

New Delhi and Optos, Scotland as normal and abnormal samples. Quantitative analysis and

comparison of classifiers is performed by computing Classification Accuracy, Sensitivity and

Specificity. Conclusively, Cup-to-Disc Ratio is computed and values are compared with truths

obtained from Heidelberg Retina Tomograph and ophthalmologists for clinical validation,

bring forth a model to get perception of progressive degeneration of optic nerve and the impact

of glaucoma on Retinal Nerve Fiber Layer. This automatic retinal image analysis contributes to

the field of ophthalmology by providing a screening tool for the early detection of Glaucoma.
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he objective of this paper is to derive a key ‘statistic’ which can be relied upon for scenarios

where R-Square (Rsq) or Adj R-Square (Adj Rsq) algorithm produces results which miss

lead about true predictive power of underlying model in use. For example this may happen for

no (zero) intercept multiple linear model or multiple nonlinear model where Rsq value might
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be too high (low) but model fit may not be good (bad). The proposed Alternative Goodness

of Fit (AGOF) Index reflects more on how ‘close’ model fit is along with analyzing how good

error correction mechanism of the process is. The ‘statistic’ is defined by looking into three

things, One: sign change of residual (difference between actual and predictive) post sorting by

predicted values, Two: a measure of magnitude of fluctuation of residual (defined as ‘Span’)

and Three: a measures for over and under prediction. The number of times residual value

is been pulled between positive and negative axis is counted by the algorithm (defined as

‘cuts’).’Cut’ is a measure of error correction mechanism of the model, whereas ‘Span’ is a

measure of ‘closeness of fit’. The AGOF statistic uses suitable measure to identify ‘Span’ to

make it less influenced by outliers and uses ‘number of cuts’ along with over/under prediction

index to derive a single number which can be used as alternative to Rsq. Overall analysis

shows AGOF statistic produces stable decisions even for cases when Rsq provides spurious

results.

Keywords: Goodness of fit, Model Predictive power, Error correction mechanism of linear model with

continuous dependent variable.
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arketing campaigns have regional effect which is not captured in national level model.

National level model averages out the regional or market level response and gives us

an average value of the estimated coefficients. The stores in same market may share common

characteristics related to marketing operations, product promotion and coupon circulations.

Hierarchical models are useful in estimating market level/regional parameters. In this paper

I have explained how to choose between multilevel and national level models using ICC1

parameter. Using this approach we can ‘reduce the model selection time’ and ‘quickly decide the

level at which the model should be randomized’ and the ‘variables that should be randomized’. This

has important implications from decision maker’s perspective as it provides deep insights

into the market and helps in making informed decision. Model selection is the key to our

analysis and we should always check for nesting in our dataset2. I have used SAS procedures

to estimate and compare model results. Fixed effect models (using PROC GLM) are compared

with randomized models (using PROC MIXED). PROC GLM works on the premise that the

data are independent which may not hold in the practical scenario. PROC MIXED is can be

used for estimation in such case.



The ICC (INTRACLASS CORRELATION COEFFICEINT) is equal to the variance due to clustering divided by the

sum of the variance due to clustering and the residual variance.

2

If we do not check for clustering and use simple OLS/ method of moments for estimation, it may give us distorted

results

1
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ricing is an essential component of retailer’s strategy in the competitive domain. Retailers

pricing strategy is not just about pricing the own but also understanding the pricing in

cross channel. Retailers make concerted efforts in analyzing and measuring the cross channel

effects by reviving the existing strategy or promoting the product or category of products.

Different pricing strategies are being followed by the retailers to offer the optimized price

for the product. For instance, Retailer A’s pricing strategy depends on the pricing strategy of

Retailer B in other stores or formats. In this paper, attempt has been made to focus on pricing

strategy which can help retailer to fix the price based on nearest competitor store and store level

determinants- how a store can influence the price besides location, demographics and other

macro economic factors. Nearest competitive store can be found based on driving distance

to the reference store which again depends on latitude and longitude parameters. Average

prices of interested products are collated to find the minimum price and compared against the

average price of reference store to ascertain the differences in price over a period of time. We

utilized a methodology from Spatial Insights Inc, to identify the nearest store based on driving

distance of less than 20 minutes. The great deal of opportunity for retailers here is that they

can base their pricing strategy based on competitor’s pricing position and store characteristics

which would be part of the customized pricing practice being followed by the retailers.
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ecent regulatory changes and volatile market conditions in Europe market forced Insurer

and financial houses to rethink on their marketing strategy. The focus shifted from product

oriented approach to customer centric approach. Knowledge about customers becomes the

key of all organizational strategies which is helping Insurers to design customized, well suited

offerings to attract and retain customers.

This paper is an attempt to demonstrate the impact of advanced analytics on organizational

strategy of cross-sell by targeting right customers with right products. Also it is an attempt to

demonstrate the data quality challenges while applying advance analytics in Insurance. It has

proved beyond doubt that advance analytics can help Insurers strategies. It also demonstrated

that purchase patterns and attributes impacting sell of different product groups are varied

and hence each product groups has to be approached differently in marketing strategy. The

value analysis showed a substantial cost saving through preferred product suggestions per

customers.



Keywords: Cross-sell, Logistic Regression, Data Mining, Data Quality
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n the fluctuating market place task of a forecaster (also known as demand planer) has

become increasingly difficult. Besides, huge amount of data coming out of sales process

(typically Dealer Management System and Customer Relationship Management system), the

traditional triggers that used to shape vehicle forecasting have gone through wide changes.

The importance of the earlier business leavers (like price discounts, distribution reach) has

changed as well as new set of parameters like consumer sentiment index, oil prices etc. has

started impacting the vehicle purchase decision. This paradigm shift necessitates re-calibrating

the existing demand forecasting model. Importance of applying statistical techniques of

forecasting in business can hardly be over-emphasized. This paper intends to elaborate the

new approach that defines successful forecasting as demonstrated and validated in couple of

Indian automotive organizations. The approach will be still relevant for demonstrating how

statistical forecasting can be applied to forecast vehicle demand. At one hand the paper will

discuss issues pertaining to business applications like forecasting matrices (vehicle demand

vs. sales vs. booking vs. enquiry), on the other hand delve into detailed to statistical findings

and the challenges. It will be worthy to understand the challenges like data sufficiency, set of

relevant industry specific explanatory variables that define the statistical framework and issue

like incorporating ad-hoc events. The paper will propose how the findings can be extrapolated

to other related industries like consumer goods and other forecasting requirements like longterm forecasting typically used for capacity building.
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lternative robust parameter estimation methods such as the minimum Hellinger

distance (MHD) estimation have been proposed in the literature since the well-known

maximum likelihood (ML) estimation may be sensitive to the presence of outliers. However,

in the bivariate and multivariate case, the MHD as well as the ML method leads to computer

intensiveestimation especially when the joint probability function is complicated. In this paper,

a Hellinger type distance measure based on the probability generating function is proposed

as a tool for rapid parameter estimation for multivariate discrete distributions that is also less

sensitive to outliers. The proposed method yields consistent estimators and is computationally

much faster than the ML or MHD estimation. Simulated and real data sets have been used to

investigate the proposed estimation method.
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I



n this paper, parameter estimation, goodness-of-fit, likelihood ratio and score tests and

model selection by empirical distribution function (EDF) tests and information criteria (AIC)

have been considered for the discrete Charlier series distribution. In particular, parameter

estimation by the method of maximum likelihood estimation, minimum Hellinger distance

estimation, and a recent estimation method based on probability generating function proposed

by Sim and Ong (2010) are investigated.The Charlier series distribution can be expressed in

term of Charlier polynomials and is regarded as a counterpart of non-central negative binomial

distribution. The Charlier series distribution is of interest due to its application in some

important stochactic processesin the literature. Basic distributional properties and expressions

for the probability mass function, orthogonal parameters, moments and score functions are

also presented. Additionally, fitting of this model to actuarial real data sets is examined.

Keywords: Charlier polynomial ; Non-central negative binomial; Maximum likelihood; Minimum Hellinger

distance; Probability generating function; simulated annealing;likelihood ratio test; Rao’s score test;

goodness-of-fit;data fitting.
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T



wo new stationary zero-inflated Poisson and the other based on Binomial thinning

operator, are proposed for modelling zero-inflated time series data. Estimation of the model

parameters are studied using three methods namely, Yule-Walker, conditional least squares

and maximum likelihood estimation. The h-step ahead coherent forecasting distributions of

the processes are derived. Real data example is used to examine and illustrate the proposed

models along with simulation results.
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C



ontrol charts play a very important role in the control of manufacturing processes. In this

paper we consider the commonly used performance measures for control charts and study

their SB-robustness. It is shown that the False Alarm Probability, Average Sample Number

(ASN) when the process is in-control, No-Signal Probability and ASN when the process is outof-control are all SB-robust at the family of all normal distributions with bounded mean and

standard deviation. It is also shown that these performance measures are not SB-robust at the

larger family of normal distributions with unbounded mean and standard deviation.
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n Extended Warranty is an optional service contract between consumers and the

manufacturer, retailer, or an independent company which provides additional coverage

for a product after the manufacturer’s base warranty expires and it has become a major source

of revenue for the retailers. The present study attempts to develop an integrated frame work of

purchase intention of extended warranty by integrating the finding of prior research and from

qualitative studies with the help of prospect theory. Effect of product class knowledge and its

impact on quality and risk perceptions are discussed along with the effect of perceived value of

extended warranty on offer and risk attitude of the consumer on purchase intention of extended

warranty. An integrated model that accounts the attributes contributing to consumers having

a satisfying experience of purchasing an extended warranty may help manufacturer, retailer

or any firm offering extended warranty to design and price their offerings in an attractive and

profitable manner.
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T



he study investigates the coordination mechanism when return policy contracts are

implemented along with a free replacement warranty. The coordination mechanism is

explored in case of a two stage supply chain involving one manufacturer and one retailer. It

deals with a single product, single selling period model. It is assumed that the product faces

a stochastic demand and the demand is also dependent on the length of warranty period

offered. The manufacturer offers a free replacement warranty to the customer if the product

fails within a specified time interval after sales. The present research explores coordination

mechanism through some results when buy back contract and quantity flexibility contract are

implemented. It analyses the relationship among different decision variables and deals with

two cases i) when the manufacturer solely bears the warranty cost, ii) when there is a sharing

of warranty cost between the manufacturer and the retailer. In order that the coordination

achieved becomes stronger and flexible in nature the study finds out a parameter whose value

may be varied to arbitrarily allocate the profit of the supply chain between the upstream and

downstream player.
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T



his paper establishes an empirical ground for the exploration of PEDs in professional sport,

and the research implications. We use athlete level testing and sanctions data of 70 sports



3



Performance-enhancing drugs
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disciplines between 2001 and 2012, conducted by USADA (United States Anti-Doping Agency),

and examine the sport specific effects, calendar year effects and career stage effects on the

USADA sanctions rate – both in univariate studies as well as in multivariate Cox proportional

hazards regressions. We find that certain sports such as cycling, weightlifting and track & field

do have significant and positive effect on the USADA sanction rate. On the other hand, many

seemingly lower and higher than average sanctions rate, like for soccer and basketball are not

statistically significant, that is they don’t move the baseline hazard rate up or down. There is a

distinct inverted U relationship between career stage and sanctions rate, with a kink to a much

higher sanctions rate in the veteran years of an athlete’s career. Given these results, it becomes

very important that we make careful study of the determinants and consequences of the use

of PEDs in professional sport by athletes. This paper provides the empirical basis for the study

of PEDs use by professional athletes, setting out important avenues for further empirical and

theoretical research in the field.
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T



his article examines, what makes rural household a preferred choice for formal lenders?

It develops sample selected ordered probit model to address this question. While, the

selection equation models the determinants of access to credit, an ordered probit model is

used to determine the factors affecting the choice of credit sources in a hierarchical order.

Using household data from six Indian states this study finds corroborative evidence that

relatively resource rich households even while staying at distant location enjoy greater access

to formal creditors. It also identifies a new factor i.e., interlinked credit as a significant variable

influencing the access to formal credit.
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M



any Electric distribution companies in developing countries suffer from high losses.

There are technical and non-technical reasons for such losses. Fair assessment of losses

and their components, is necessary to control them with appropriate means. Earlier research

work to know the components of losses has been done with assumption that total losses are

accurately known. However in several cases, there are information gaps like non availability

of meter data of consumers, in which case use of billing database to compute losses on the

basis of total energy sold to consumers, may lead to incorrect results. The problem is further

compounded when incorrect information related to consumption of energy by consumers, is

stored in database. It is proposed in this paper that Data mining techniques can be applied to

fill information gaps and do away improper information to better estimation of losses. It is

also observed that consumer profiles of electric distribution utility exhibit natural groupings

which can be further explored by data mining techniques, like clustering. Some sampling out
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of routine work in utility work flow helps in filling information gaps and data cleaning process

allows separation of incorrect information. The process has been explained through case study

which is based on realistic data collected in routine manner. The exercise is significant from

revenue management point of view of a distribution utility.
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A



solution that has proven essential in helping businesses get over the communication

latency and achieve mobility and connectivity of workforce in a cost effective and secure

manner is unified communications (UC).The UC solution has become increasingly important

specifically for the Small and Medium business (SMB) segment, as it integrates all business

communications into a single system and increases productivity by enabling remote workers

within an organization to remain connected. HP has collaborated with its UC vendor to devise

a ‘go-to-market’ strategy to target the SMB space with their own UC solution. To drive this

effort forward with a more targeted marketing, our SMB Analytics team has supported the

HP Alliance marketing team by providing a unique analytical solution comprising of a mix of

predictive model on structured data and text mining on unstructured data. Using structured

data we have predicted the top customers and partners for this program and married this

prediction with unstructured product sentiment analysis to position this UC solution in the

market in a more meaningful way for both direct and channel sales.
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I



T Corporates are spending lots of resources like money, time and infrastructure on

employee training. Employees are expected to scale up in the new skills within a limited

time frame. Efficient and measureable training methods are playing a significant role in the

in-house training initiatives. An analytical approach is needed to assess employees’ learning

performance during various stages of the training. The findings can be used to predict their

failure risk in later stage of the training. The findings and results can be used for subsequent

preventive action planning. The context of the learning presented in this paper is related to

employee’s learning performance in corporate training curriculum of Infosys Ltd. Training

sessions include lecture delivery and concurrent lab work. The overall training duration is

24-25 weeks. Initially employees spend 14 weeks on core concepts and remaining 10-11 weeks

on specialized training. An objective test and a practical test follow after completion of each

module. Completion of learning of core concepts is also followed by an integrated test. This
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paper describes an approach in which employees’ final performance in specialization stream

is predicted based on his/her performance in core modules. A significant co-rrelation was

found between employee’s performance in various core subjects and their performance in

specialized stream training. Leveraging this co-rrelation, a predictive model was created to

find the performance of a batch of employees using a decision tree algorithm. Predicted results

were compared with the actual performance of employees to measure the correctness of the

predictive model. The developed analytical approach will help educators to assess learner’s

failure risk. The management can plan preventive actions based on the findings to improve the

overall effectiveness of in-house training.

Keywords: Predictive modeling, Decision tree algorithm, corporate training, learning effectiveness
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adhaar project is one of the important Mission Mode Projects (MMPs) that is considered

as most important in creating overall efficiencies in the identification of individuals and

ensuring that the services and benefits reach the intended audience with least leakages.

The enrolment process has now completed two years, and there is potential opportunity for

improving the process of selection and enrolment of Agencies. Aadhaar relies on agencies

to enroll individuals whose data is captured and stored in the database after cleansing for

possible errors. Rejection of enrolment data results in loss of revenue and effort for the Agent,

and has the potentiality to make the process unviable. A recent study has suggested that the

internal rate of return from Aadhaar is likely to be in excess of 52%; however this is contingent

on efficient enrolment process.

This study examines current enrolment efficiencies for agencies and suggests alternatives for

improving the measurement efficiency of agency performance in order to make the process

more dynamic.

Keywords: Efficiency, Agency Performance, Rejection Rate
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T



his paper is part of a Doctoral study and discusses customer effectiveness/satisfaction in

the Telecom Sector in India with specific study of Assam and North East Circle.



With current competitive scenario, customer satisfaction is the key to hold on to customers

from moving out and thus protecting revenue.
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This paper used Primary data and uses specific Questionnaire to collect information from

subscribers on various parameters of Customer Service to eventually gauge the effectiveness

in Services provided by each Operator in Assam and North East and studies effectiveness of

services in postpaid mobile services amongst four leading Telecom Operators

Extensive review of literature is done to understand the work already done in this area and

related aspects and accordingly service categories are determined.

Statistical tests like One-way ANOVA, P-value and others are carried out to analyze the

collected primary information.

The main conclusions of this study are:

1. Satisfaction level of subscribers in Assam is higher than the satisfaction level of

subscribers in the North-East

2. The subscribers exhibit differing levels of satisfaction with the four service providers.

3. The four service providers fall into three categories. The rankings, in order of higher to

lower satisfaction levels, are: 1. Service Providers B and D, 2. Service Provider A, and 3.

Service Provider C.

4. The service providers designated as B and D score over their counterparts A and C in

almost every sphere of the nine categories of service parameters.

5. In general, the concern areas of the subscribers are: Value Added Services, Call Centre,

and Cost.

Keywords: One-way ANOVA, P-value, Customer Satisfaction
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V



irtual addiction as the name implies is the excessive use of internet through chats, text

messages emails etc and the desire to be connected (24x7) through internet. This paper

seeks to study degree of virtual addiction which is present among management students and

their classification on the basis of that.

Objectives of study

The main objectives of study are

• To classify the respondents on the degree of intensity of virtual addiction.

• To suggest ways and means to get rid of virtual addiction among management students.



Data collection

Data is collected from 200 respondents who are pursuing MBA. The respondents are chosen

from a leading b-school of Mumbai and Pune through random sampling method. The data

is collected through questionnaire method. All the questions are close ended on a five point

likert scale (1- strongly disagree, 5- strongly agree). Pilot study was done before actual data

collection by taking a sample of 50 respondents.
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Data analysis

Data is analyzed using SPSS software. Reliability test is done before actual analysis. Cluster

analysis was used to group the respondents on the basis of degree of virtual addiction. On the

basis of analysis there are five clusters which were identified.

Managerial implications

The study is of great use to the corporate world as well as the management institutes to know

the degree to which virtual addiction is present and various steps taken to reduce them.

Conclusion

Therefore, virtual addiction is a growing mania among management students.

Keywords: intensity, corporate world, management students, cluster analysis, random sampling, reliability

test.
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T



he paper measures customer engagement in Facebook and assesses its impact on the

sales of automobiles. The metric ‘People Talking About This’ (PTAT) is used to measure

customer engagement with a Facebook page. The PTAT scores were taken from the official

pages of the automobile brands for the month of October. Their respective sales figures were

further taken for the same month. A bivariate regression was applied on the sales as the

dependent variable and their PTAT scores as the independent variables. The study was done

with various homogeneous groups like Maruti cars, Toyota cars, Mahindra cars, hatchbacks,

sedans, sports utility vehicles as well as heterogeneous groups like brands of all companies.

The study revealed that there is a positive, significant and linear relationship between sales

and customer engagement strategies in Facebook. It was also found that customer engagement

explains a large amount of variation in sales in all the cases. The paper further recommends

managers to take their Facebook page seriously and take necessary steps to engage with their

potential and existing customers in the social networking sites since the research proved that

their customer engagement in social media translates into sales.

Keywords: Customer Engagement, Facebook, Automobile, Sales, Regression.
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T



he fast changing consumer behavior pattern resulting in pronounced shifts in demographics,

attitudes and behavior patterns fragments the consumers into segments. This gives an

organization enough reason to explore the factors leading to identify new variables.
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Incorporating the voice of the diverse consumer and understanding their psychology in early

stages of the new product development process is increasingly becoming a critical factor to

establish competitive superiority. Stimuli from the consumer feedback can be used as cue for

developing market for new products and focusing on the innovation in the strategy of the

development process.

Brand awareness ranges from simple recognition of the brand name to the highly cognitive

structure based on detailed information. It is the state of knowledge possessed by the consumer.

The present study aims to throw light on various features that the manufacturers should

concentrate on to attract the prospective buyers for a new product. This study concludes that

brand plays an important role in shopping experience especially for a new product, where

the demand for the product is still at a nascent stage. Along with brand knowledge, product

attributes, product availability and product awareness plays a vital role in marketing newly

launched products and creating brand awareness. There is more scope for extensive research

in this area. Moreover the strategies to be initiated to promote hand wipes of a reputed brand

can be used as a predictor of future behavior of consumers, in this segment.

Keywords: Consumer psychology, segmentation, branding strategy, purchase decision
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T



he regulatory concerns on the potential Non Performing Assets (NPA) in the retail housing

market requires a clear understanding of the factors likely to contribute to mortgage default.

However, the available framework for comprehending the determinants of mortgage default

is inadequate and wanting in the context of India. The study investigates the determinants of

mortgage default with the help of unique data set of 34,306 borrower level credit information

obtained from a housing finance company. Binary logistic regression model using maximum

likelihood estimation procedure suggests that (a) value of property, mortgage rate, times

cheque bounce and Loan-to-Value (LTV) significantly predicts mortgage default; (b) value of

property is found to negatively contribute to the probability of mortgage default; (c) mortgage

rate, times cheque bounce and LTV is found to positively contribute to the probability of

mortgage default; and (d) debt servicing ratio (a measure of borrower’s ability to pay) did not

significantly predict mortgage default. The findings of the study provide empirical evidence

on the linkage of mortgage NPAs with LTV. This supports the existing policy of preventing

excessive leveraging by housing banks/commercial banks. Further, the study provides

preliminary evidence for the support of “Equity theory of default” and rejection of “Ability to

pay theory of default” in the Indian context.
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I



n the present complex and competitive business world, companies continuously try to

scrutinize and embrace the opportunities of achieving competitive advantage. Corporate

world behaves like an ocean where every big fish is ready to swallow small fish and want to

keep its survival safe for coming years in shrinking market. Accurate valuation of firm has

become a big challenge for firms. Although there are some studies on the impact of efficiency

on various factors, this study examines the impact of operating efficiency on the valuation of

firm for the first time. In today’s scenario, Operating efficiency plays crucial role for increasing

firm’s value. The entire previous research has been confined to banking sector only. In this

paper, other sectors (IT, Pharmaceutical, FMCG, Automobile and Infrastructure) also have

been considered along with banking sector.

Panel Data analysis and regression analysis techniques have been used to analyze the impact

of operating efficiency on valuation of firm of six different sectors of Indian economy. 60

companies (10 companies from each sector) have been analyzed from year 2005 to year 2011.

The results indicate that impact of operating efficiency in valuation is not only confined to

banking sector, but it is equally impactful in other sectors also. This paper brings out some

operating efficiency variable(s) which are capable of establishing a relationship with the stock

prices and thus the value of the firm.

Keywords: Operating efficiency, Panel Data Analysis, EV/EBITDA, ROA, OPMR, Percentage Method
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n this article, I investigate the influence of pre-issue analysts recommendations on two

crucial performance indicator for the initial public offerings (IPOs) i.e. underpricing and

subscription rate. Since analysts start issuing recommendations even before the IPO comes

into the market, this study examine the value additions being done by the analysts till the IPO

listed. The scope of the study is restricted to the date of listing, because of lots of systematic

factors and market information affects the performance of IPO stocks once it is listed in the

market. The result shows that recommendation provided by the analysts helps to trigger

sufficient response from the investors. Further, favorable recommendations issued by majority

participating analysts helps in increasing the confidence of the investors and hence probability

of getting success of the IPO in terms of oversubscription is more. However, in contrast to the

international evidence it is documented that the frequency of analysts providing pre-issue

coverage fails to incite the investors interest rather it is the quality of recommendation that

plays an important role for attracting investors response. Using pre-issue analyst’s coverage

for a sample of 157 IPOs issued in India during the period 2007-2012, I find that unaffiliated

analysts recommendations are inversely associated with underpricing. Even in contrast to

international evidence, it is documented that number of analysts covering the IPO helps in
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reducing underpricing. In support of the IPO grading (unique practice in India), I find that

grading serves as an important aspects of quality and hence reduce underpricing.

Keywords: Analyst, underpricing, subscription rate, IPO, grading, age, offer size
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n this paper, an attempt has been made to model the USD-Euro exchange rate and the

Indian GDP growth rate as a gamma distribution and then detect a change point of the

shape parameter. For detecting the change point, a procedure proposed by Lorden and Pollak

using the Shiryayev –Roberts’s detection rule has been analyzed. Also the change points are

estimated using the Maximum Likelihood Estimate procedure. The above procedures are

performed on both the data sets. The results obtained from both the procedures are then

compared. It can been concluded that there is a change point in the USD - Euro exchange rate

whereas no such change point could be detected in the Indian GDP growth rate.
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W



ith increasing focus on direct sales, pipeline management has become one of the key

priorities for HP. However data analysis techniques such as forecasting require the

data to reflect high standards of accuracy. The work represents the Data Quality and Health

Management Tool (DQHM Tool), developed for the Canada market as a pilot, to help sales

managers track the quality of data entered by sales representatives into the HP Siebel system.

This desktop tool with three interactive dashboards and drill-down facilities helps highlight

data quality issues and identifies stalled or slow moving deals, leading to an improved health

of pipeline. By using this tool, sales managers can take more informed decisions and track/

convert business deals faster.
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T



his paper demonstrates how to build Generalised Linear Models (GLM) for Claim

severity and Claim frequency dynamically in Non-Life Insurance pricing using Auto

Insurance Claims Data. Claim severity has been modeled using Gamma and Inverse Gaussian

Distribution with log link function. Claim frequency has been modeled using Poisson and

Negative binomial distribution with log link function. The diagnostics of these model iterations
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by using deviance/degree of freedom value, AIC information, type III tests and deviance

residual plots were discussed. The estimates of the risk factors from the selected models are

used to illustrate pure premium estimation for a selected risk profile.

Keywords: Claim Frequency, Claim Severity, Premium, Risk factors, Generalized Linear Models.



S-098



Comparison of linear and logistic regression for segmentation

Debashish Banerjee, Kranthi Ram Nekkalapu

Deloitte Consulting India Pvt. Ltd



R



egression analysis is a statistical technique for analyzing relationships among variables. It

includes many techniques for modeling and analyzing several variables, when the focus

is on the relationship between a dependent variable and one or more independent variables.

Familiar methods such as linear regression and logistic regression are parametric, in that the

regression function is defined in terms of a finite number of unknown parameters that are

estimated from the data.

In linear regression, the model specification is that the dependent variable i Y is a linear

combination of the parameters (but need not be linear in the independent variables). Whereas,

logistic regression is a type of regression analysis used for predicting the outcome of a

categorical dependent variable based on one or more predictor variables. The probabilities

describing the possible outcome of a single trial are modeled as a function of explanatory

variables using a logistic function.

While modeling a categorical variable against few possible predictor variables, logistic

regression seems to have an upper hand over linear regression particularly because the

outcomes of the logistic regression denote the probabilities of success/failure which is what

we look for. If observations have to be ordered based on the predicted value of the dependent

variable, this probability of success/failure would be useful in making decisions. However, we

have noticed empirically that modeling the observations based on logistic or linear regression

would yield similar results. In other words, though linear regression does not exactly give

us the probability of success/failure as compared to logistic regression, the ordering of

observations would be preserved, i.e., the rank correlation coefficient between the estimated

dependent variables from these two methods would be very close to 1.

In addition, we have also noticed that both the regressions capture the positive/negative effect

of independent variables on the dependent variable in the same way. This paper starts by

proving that the coefficients of the predictor variables estimated through both the models

would be of the same sign, though the interpretation of these coefficients is different, which in

itself is an open problem. We next prove that for the case when there

is only one independent variable, the rank correlation coefficient between the predicted

dependent variables would be exactly 1. Then we proceed to give empirical evidence to prove

“similarity” result for the case when there is more than one independent variable and leave the

theoretical proof as open for further research.



Keywords: least squares, ranking, ordering, order statistics, correlation, decile
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his paper talks about data mining & its potential hidden benefits to the users. In this age

of social media and analytics, the competitive business pressures has led many firms

to explore the benefits of data mining technology. This technology is designed to help &

discover the hidden patterns and trends in the huge data available. The data patterns can help

organizations to understand the ever changing market demands, behavior of their customers,

their likes, dislikes & preferences for a given range of products.

Data mining is a process of extracting the hidden patterns and trends from large databases. It

is a powerful new technology with great potential to help companies focus on the most critical

aspects of their data warehouses. Data mining tools predict future trends and behaviors,

allowing businesses to make proactive decisions. The data mining process involves identifying

an appropriate data set to “mine” to discover data content relationships. Data mining tools

include techniques like case-based reasoning, cluster analysis, data visualization, fuzzy query

and neural networks. Therefore we can say that data mining is the process of analyzing data

from different perspectives and summarizing it into useful information - a information which

can help to increase profit margins and cuts costs factors.
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E



lectronic commerce as one of the most important aspects to emerge from the internet. It

allows people to exchange goods & services immediately & with no barriers of time or

distance. It has radically altered the macro- aspects of the economic & social environment. It

has great impact on large sectors of the economy, including communication, finance & retail

trade. It will endanger massive changes in other areas like education, health & government

while mobile commerce is a building wave of change driven by consumer adaption to

wireless devices . Gartnergroup predict data enabled wireless devices will outnumber internet

connected PCs by 2003, radically disrupting the e- commerce industries hard won models of

customer behavior, offer applicability, marketing strategy , and above all revenue generation

in the fixed internet setting. We are witnessing an evolutionary step as postindustrial human

climb out from their work stations & begin to populate an electronic savanth. The potential of

the Internet has been expanded substantially by a new generation of mobile devices, opening

the door for rapid growth of m-commerce. While the traditional PC access to the Internet

continues to be vital for exploiting the advantages of the Internet, the mobile access appears

to attract more people because of flexible accesses to the Internet in a ubiquitous manner.

Accordingly, e-commerce is now in the process of being converted into m-commerce.

Purpose of the study:

• To distinguish features of m-commerce from those of e-commerce, understand the

importance m-commerce services.
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• To identify the major factors which influence the future of online marketing .

• & To find out the best & user friendly usage of online marketing.

Keywords: E-Commerce, M- Commerce, Consumer Behaviour, Market
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W



henever marketing of Bollywood movies will be discussed, Ra.One’s name will be taken.

Its 360o marketing created hype unprecedented in Bollywood. Never witnessed before

in the history of Bollywood Ra.One’s promotion was done over a stretch of nine months, at a

record 52 crore (US$10.55 million), of which 15 crore (US$3.04 million) was used for online

promotion. From Akon to Lady Gaga, Television to Radio, Twitter to Facebook, YouTube to

Google Plus, Formula One Races to Western Union Money Transfer, McDonald’s to Coca-Cola,

Sony Play Station to Indiagames, ESPN Star Sports to Ra.One Videogame and Merchandize,

Shahrukh Khan left no stone unturned for the promotion of Ra.One. With all these effort and

money spent, one is left to wonder is Ra.One is a movie or a Brand? Was Shahrukh Khan

successful in creating Ra.One as an Indian Super Hero flick?



Ra.One, made at 135 crore, did a theatrical business of 114.78 crore in India, but crossed 240

crore in gross income from all source. It swept all major awards in Bollywood for Visual Effect

including National Film Award and Filmfare. It was nominated for the Asian Film Awards

for Best Visual Effects. Ra.One also won three Star Screen Awards and six Zee Cine Awards,

including one for Best use of Digital Marketing. Still a question remains—was Ra.One a

success? How do we judge a movie—based on awards and accolades or on profits? Where do

we fit in the path breaking marketing strategies that films like Ra.One are taking?

Keywords: Sales Promotion, Movie Marketing, Branding
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Purpose



T



his paper explores the relative efficiency of job holders using data envelopment analysis

in the field IT services for analyzing human competencies and enhancing service quality

output for IT service firms.

Design/methodology/approach – This paper is based on empirical and existing literature and

consulting industry experts from seven IT companies of Delhi and National Capital Region of

India. The samples consist of 150 employees and 350 customer of the seven subject organization.
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The research has two approaches; a) competency mapping with the experts in the subject

organizations; and b) data envelopment analysis used to determine relative efficiencies of job

holders in terms of service quality output.

Research Findings / Conclusion – The task analysis is done through the Multipurpose

Occupational System Analysis Inventory Close-Ended and the competencies are mapped as

per the IT service profile through construct validity. The job analysis concluded two important

key performance indicators (cost and time) are used as generic input in data envelopment

analysis. The service quality is being considered as outputs as customer’s satisfaction in the

area of functional, technical and behavioral with the average handling time and cost involved

in the services.

The result indicates the most of the 15 competencies mapped for the service manager most

of them are proved to be significant and there is significant difference in gender, age group,

qualification, work experience and pay range; analyzed through t-value, ANOVA and correlation.

The core competence of the subject organizations as are assumed and proved to functional,

technical and behavioral satisfaction generating relative efficiency of 6 organizations out of 7

subject organization, leading to the customer satisfaction and creating completive advantage.

Practical Implication – The competency model developed can be used for managerial

implications like Training Need Analysis, Succession Planning, Selection Process, and

formation of Quality Circle. The most important implication can be the analysis of the Return

on Quality, i.e. lead or referral generated from the satisfied customers.

Keywords: Competency Mapping, Service Quality, Customer Satisfaction, Relative Efficiency, Data

Envelopment Analysis (DEA).
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O



ne of the important aspects of supply chain management is the maintenance of an efficient

and cost effective system for the distribution of goods or products to customers end.

Nowadays, it is almost inevitable that an efficient distribution network can only be achieved

with the support of optimization technique in Computer based simulation software. This

work considers the problem of managing a Third Party Logistics (3PL) distribution network

of Indian based Auto component industry for reaching various suppliers located in around

Chennai (Tamil Nadu, India). In this work the Greedy Search (GS) and Genetic Algorithm

(GA) based simulation model is developed to optimize the Logistics operations. Besides being

an effective and efficient, the proposed meta heuristic algorithm based simulation model based

proves capable of handling problems of significant computational complexity; it enjoys great

flexibility in the constraints of typical real-life supply chain problems. The simulation model

generate an optimum route for a single truck to cover all suppliers situated within certain

distance limit and integrating the suppliers as like Travelling Salesman Problem (TSP). The

truck dispatched according to a pre-specified plan to reach the suppliers located around the

hub subjected to several dynamic constraints. Upon knowing the locations of customers the

simulation model helps to identify the optimum route from the possible routes to serve the

customers on time with higher satisfaction.

Keywords: Third Part Logistics, Greedy Search, Genetic Algorithm , Combined approach, Simulation.
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E



nergy is a crucial input for the economic and social development of any nation. Both

renewable and non renewable energy contributes to meeting the total requirement of the

economy. Wind energy is the world’s fastest growing renewable energy and holds a promising

future in the Indian context. Though there are several wind farms producing energy in

different geographical locations, establishing the wind farms in view of Independent Power

Producers (IPPs) is a complex task and not much of the research work is carried. However,

the establishment of wind farms faces several barriers acting in the field. Prioritization of these

barriers is the first step in overcoming them and it necessarily involves the multi-criteria analysis.

In this backdrop, an attempt is made in the current paper to identify the barriers faced by all

IPPs considering perceptions and value based judgments of different stake holders in wind

industry in view of IPPs with the aid of Multi Criteria Decision Making (MCDM) tool called

Analytic Hierarchy Process (AHP). The empirical data obtained from Chitradurga Wind Farm

in Karnataka (a Southern state in India) through field study with a set of researcher’s structured

administered questionnaire. The analysis of data under AHP frame work revealed that Policy,

Regulatory & Political Barrier (PRPB) as the topmost impediment in establishing wind farms,

while Institutional & Organizational Barrier (IAOB) and Geographical & Technological Barrier

(GATB) got the second and third position, amongst the five barrier groups considered. This

result has implications in successful establishment of wind farms.



Keywords: Barriers, Wind Farms, Multi Criteria Decision Making (MCDM), Analytic Hierarchy Process (AHP).
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R



isk in the context of supply chain management plays an important role in industries. Risk

can be defined as a combination of probability or frequency of occurrence of a defined

hazard and magnitude of the occurrence. In this paper it is illustrate how the industries can

analyse and assess the risks associated with supply chain. To fulfil customer requirements

and profit maximization industries need to improve their supply chain system by eliminating

risks associated to it by using appropriate tools and techniques. For the successful supply

chain management, industries must have to focus on risk as a tool to achieve their goals. A

comparative analysis of various risks which reduces the chance of occurrence of failures in

determinants i.e. Disruption (DR), Deviation (DV) and Disasters (DS) has been analysed in

this study.

The purpose of this paper is to analyze the various risk factors through literature and case

study of Indian manufacturing industries in traditional, agile and lean supply chain by
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the application of analytical network process (ANP). The proposed framework provides a

structured approach for identifying and assessing risk and their differential impacts on

different levels of supply chain networks. It provides insights into the dynamics of risk events

and identifies network configurations that are vulnerable to different levels of risk.

Keywords: Analytical network process, Risks, Supply chain.
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I



n the past Business and Government can never have too much information for making the

organization more efficient, profitable, or productive. Due to exponential data growth in

recent years, we have embraced new storage technologies and the enterprise database now

shares the spotlight with complementary technologies for storing and managing big data. Big

data enables an organization to gain a much greater understanding of their user and customer

base, their operations and supply chain, even their competitive or regulatory environment. The

Big Data opportunity is now more accessible to more organizations, for a number of reasons.

With the rapid expansion of online activity and the proliferation of mobile devices, more

customer touch points are electronic. Additionally Time and motion data, in all its variant

forms, might help boost efficiencies or reduce the cost of labor and other resources. The supply

chain is a system characterized by the mobility between the various processes of the chain as

well as the mobility pattern of materials including the vehicle which carries in transportation

network. The mobile objects in the supply chain present the means of transportation, and they

have an influence on the functioning of the supply chain. Mobility mining is the process of

extracting hidden knowledge from moving object trajectories. This paper visualizes the scope

of mobility mining techniques for analysis of Big data generated by RFID and GPS enabled

objects moving in transportation network in a supply Chain Environment.
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n this paper we modify the standard data envelopment analysis (DEA) model by taking

into account the series relationship of the multi-stages/processes within the overall process.

Under this framework, the efficiency of the overall process can be decomposed into product

of the efficiencies of four process cycles. This paper develops a multiplicative and additive

multi-echelon efficiency measurement of supply chain. We first examine serial supply chain

processes where each stage has its own inputs and at the same time uses carryover inputs

from the previous stage. This is the case for all the intermediate echelons but not for the polar

echelons. For instance, the first echelons that constitute the supplier stage do not have any

carryover inputs as it is the polar echelon of the supply chain. We show that breaking down the

production processes of supply networks for evaluation can generate more practical insights
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in how to improve the supply network performance.
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S



ince 1990s, due to globalization, world markets have become highly economic &

technologically integrated which has been significantly observed during 2008 recession &

onwards. IT Services & ITes sectors have emerged as two of the most prominently correlated

sectors in developing & developed countries.

Objective of study is to analyze the correlation of IT sectors of various countries of the world

and to do impact analysis of world IT sector indices such as Dow Jones U.S. Technology Index

(^DJUSTC), FTSE Techmark (London Stock Exchange-LSE), Shanghai Stock Exchange (SSE)

Information Technology Sector Index on Bombay Stock Exchange IT sector Index based upon

index data for the duration of Jan 2000 to Nov 2012 .

This impact of world IT indices is examined using linear regression modeling individually and

collectively on the Indian IT sector indices. This linear regression model also categorizes the

impact of these indices by modelling the impact before, during & after crisis.

Despite of the fact that Indian IT sector is highly dependent on the US market fluctuations,

result of study identifies that LSE & SSE IT sector indices impact more significantly than

DJUSTC does. The results of impact analysis, can be used by Indian IT & ITes organizations

to define their long term & short term strategies based upon the forecasting about world &

Indian IT industry.

This model can be used for the analysis of other sectors such as financial, health, oil & gas,

reality & power.



Keywords: Impact Analysis, IT Sector Stock, Portfolio Diversification and linear Regression modelling
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T



his paper examines the impact of corporate governance (CG) on financial performance

(FP) considering the endogeneity between governance and firm characteristics using a

sample of large listed Indian firms during the period from 2008 to 2011. We construct a “CG

Index” based on six important governance mechanisms covering a total of 44 factors affecting

the governance of Indian companies. The panel data regression with random effects and

simultaneous equation method are employed for empirical analysis. The results indicate that

corporate governance has a strong influence on performance of Indian firms. We also find that

firms with promoter dominated boards and lower leverage report better performance. The

board size of the firm also has a strong influence on firm performance.
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F



oreign investments are one of the major sources of growth and development in any economy.

Most of the countries around the world especially developing and emerging economies

are actively seeking Foreign Direct Investment (FDI) as a medium to accelerate the overall

economic growth. The inflows of FDI to developed host countries have often raised questions

on of how these inflows affect economies and the interaction between FDI and growth. This

study is an attempt to study and analyze the short-term and long-term relationships of some

explanatory variables and FDI that determine the impact on the economic growth of India.

Dynamic econometric methodology is applied for the empirical investigation. Augmented

Dickey Fuller (ADF) test has been used to check the stationarity of the data, Johansen cointegration technique to estimate the long-run relationship between the variables, while an

error correction model was used to determine the short-run dynamics of the system. This

study also examines causal linkages between the variables selected for the conducting the

study by applying the Granger causality test.



S-183



Interpreting Financial Datasets by Time Series Data mining

Techniques: A Search for Similarities and Features

Anushree Goutam Ringne, Durga Toshniwal

Indian Institute of Technology, Roorkee



D



ata mining is a process of discovering novel, intriguing and useful patterns in large data

sets and deducing new relationships between them. A time series is sequence of values

of a quantity sampled at equal intervals of time. Any data collected over time is a time series

such as weather records, sales statistics, history of stock prices, ECG data etc. In this paper,

we apply data mining techniques to two real life datasets viz. price of gold from 1850 to 2010

and exchange rates of different currencies per US Dollar. We use the concept of moments for

Feature Extraction from the price-history of gold and based on results demonstrate that the

technique achieves compression without compromising on the comparative characteristics.

Euclidean distance has been used as a similarity measure to analyze the similarities and

dissimilarities in the graphs of exchange rates of currencies.
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orporate governance guidelines all over the globe are focusing on adding Independent

Directors to the Board to improve board effectiveness. But does the addition of more

number of independent directors improve firm performance? The extant literature does not
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give a unanimous answer. In the given background, the present study aims to explore the

impact of Board Independence on firm value for the Indian market by examining thirty-five

companies from the NSE-50 over a period of six years; from 2005 to 2010.The data is collected

from published Annual Reports and PROWESS database. Tobin’s Q is used as the proxy

for firm value and Board Independence is measured as the proportion of the total number

of independent directors in the board to the total number of board members. Using Panel

Regression, the study finds Board Independence to have a statistically significant positive

impact on Tobin’s Q in all Pooled OLS, Fixed Effects and Random Effects after controlling

for firm characteristics. But regression results don’t support Board Independence having

any impact on operating performance and return on equity. Dummy Variable Regression for

board independence categories and One-way ANOVA find Board Independence above 60% to

be most beneficial for the firm. The study also observes that the average Board Independence

for the sample of companies is 49%. The findings suggest going for a higher percentage of

independent directors in the board above 60%. The study contributes to the literature of

Corporate Governance.

Keywords: Agency Conflict, Corporate Governance, Firm Value, Tobin’s Q, Panel Regression
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T



he purpose of this study is to address a research problem, what all factors affect the user

acceptance of cyber banking information systems in India. This study also brings out the

cross sectional analysis of cyber banking usage in Indian public and private sector banks. The

methodology includes collection of data through structured questionnaire from cyber banking

users of public and private sector banks in India. This study is based on primary data with

250 sample size selected across the country. Data is first analyzed with principal component

analysis through which a Structural equation Model has been developed and the extracted

factors are further regressed using OLS Regression. Use of principal component resulted

in extraction of five factors through varimax component matrix. The factors are named as

Effectiveness and Trustworthy (EFF&TW), Intend to use (ITU), Usage constraints (USC), Easy

to use (ETU) and Accessibility (ACC). OLS regression result describes that out of five factors,

first three factors Effectiveness and Trustworthy, Intend to use, Usage constraints consisting

of 17 variables are highly significant at 99% level of significance, which contribute maximum

for overall satisfaction of a customer. This study also reveals that the difference between the

overall satisfaction level between the customers of private and public sectors banks is less

significant as per the regression value. The implications of the study are mainly for the banks

that are using or planning to make customers cyber banking oriented. Better understanding

of significant factors could help the banks in achieving the most useful deployment of such

system.

Keywords: Internet Banking, Factor Analysis, Regression, Public Sector Banks, Private Sector Banks
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his paper focuses on the different methods of combining expert opinions for probabilistic

risk analysis. Such methods find utility in forecasting risks associated with a wide range

of complex engineered entities. The performance of the Beta-Transformed Linear Pool while

combining diverse expert opinions is analyzed and its drawbacks are identified. An attempt

is made to develop a novel Bayesian method for combining expert opinions which performs

remarkably well. A perceivable improvement is observed in the results of the combined

opinion in comparison to the Beta-Transformed Linear Pool. This paper also sheds some light

on the significance, utility and relevance of combining interval opinions. An existing method

for combining interval forecasts is analyzed and a new Bayesian method is developed for the

same.
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urpose: There is substantial evidence in existing research documents that financial and

economic decision making are influenced by various psychological aspects of human being.

Our study intends to analyze the role of the anchoring (bias) (Tversky and Kahneman, 1974)

in perceiving economic and financial information, and, in particular, the effect of perceived

relevance of the anchors on the degree of the bias. Anchoring bias refers to people’s tendency

to form their estimates for different categories, starting from a particular available, and often

irrelevant, value and insufficiently adjusting their final judgments from this starting value. We

carry out an experiment involving a group of post-graduate students, asking them to recall

a number of recent economic and financial indicators (stock and bond market index returns,

rates of inflation, currency exchange rates, etc.), with half of the participants receiving actual

information about some unrelated indicators (anchors), before answering the questions. We

also tried to find out if the behavior is dependent upon gender of participants.

Methodology:

In present study, we run an experiment involving 150 post-graduate students. We create two

groups randomly out of the students a) Control Group (C), and b) Anchoring Group (G). We

distribute two questioners to each group. The group (C) participants are given no additional

information and asked to provide best estimation for respective indicators. The participants

of group (A) on the other hand are provided with an anchor before filling up the questioner.

To compute the measures of anchoring, we use the method proposed by Jachowitz and Kahneman.

We calculate the anchoring measure of group A and group C separately for each question.

Keywords: Anchoring; Behavioral Economics and Finance; Experimental Economics and Finance;

Information and Knowledge.
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ave the Children (STC) is an international non-profit entity which raises funds to help

educate, feed and nurture children in various geographies. Ixsight Technologies worked

with the India entity of the Save the Children for an in-depth donor analysis and came out

with donor targeting, retention and donation enhancement strategy.

At the core of the project was identification of unique donors for STC using De-duplication.

Donor data (0.7 million records across 3 years) was analyzed to help STC identify both unique

donors and donor households, and their repeat / one-time donation behavior.

Further segmentation - based upon the donor data available into various geographies (down

to locality within a city - both rural and urban), age-groups and other demographic variables

like gender, language etc. was carried out. Critically, STC’s contact information was enhanced,

enabling STC to directly approach former donors for repeat or enhanced donations.

Further analysis on payment channel strategy was also conducted. This was used to understand

channel effectiveness and recommending both a channel and a retention strategy.

The tools used to carry out this complete process include proprietary tools for data quality

management – for Data De-duplication (to identify unique donors) and Data Cleansing

(To enhance contact information), along with standard statistical packages (IBM SPSS) for

clustering and segmentation. The case study explains the requirements, methodology and the

results in detail.
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elhi High Court is one of the busiest courts in the country and faces severe capacity

constraints due to the large number of cases being handled. Out of the total case pendencies

between 2010 and 2012 – around 3.5 Lakh pendencies alone were related to cheque bouncing.

Pendencies were increasing at a rate faster than the disposal, leading to clogging of the judicial

system.

One of the major reasons for cheque bouncing pendencies was the large number of repeat

offenders. There were multiple cases of small value having the same accused-complainant

pair or multiple cases with the same accused but a different complainant. By identifying firstly, common accused-complainant pairs, and secondly, common accused and common

complainants a reduction of 13% cases (~35,000 cases) was achieved by Ixsight Technologies.

This helped in a faster disposal of cases and efficient allocation across various judges.

A host of data challenges – including availability of cases only on paper as the medium

spread across multiple pages and at times in illegible handwriting resulted in very poor data

quality. Complete digitization of these records was carried out using scanning and OCRing.

Once complete, these records were de-duplicated to identify common pairs of accused and
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complainants. The output was shown through a dashboard with 2 layers – A case allocation

layer and an MIS layer. The case study explores the challenges and the end to end solution and

how this can be replicated to a larger base.
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he Reserve Bank of India has mandated all Public Sector Banks (PSB) to implement

Automated Data Flow (ADF) for creating automated reports for enabling decision making

and assessing bank health. ADF achieves automation by ensuring the data in the system is

uniform and reliable – by creating a cleansed and de-duplicated data mart called a Centralized

Data Repository (CDR). ADF ensures that any kind of manual intervention is eliminated while

submitting returns to RBI.

The CDR is a comprehensive data store – where the entire master data of the bank is initially

validated, cleansed, enriched and deduplicated – from which more than 100 reports are

extracted and published to RBI via XBRL (extended Business Reporting Language).

Allahabad Bank is one of the nation’s leading PSB with more than 2500 branches and 2.5 crore

customers in India. Allahabad Bank was in the process of their ADF implementation and as

part of this implementation, Ixsight Technologies had been involved in ensuring their Data

Quality objectives were met.

A complete end to end Data Quality Management solution was provided including an in depth

Data-Audit, Data Cleansing, Data Deduplication and creating a web based viewer for data

validation. Working on the data was a challenge given the poor quality of data and the case

study will describe the challenges and the solutions employed in detail for this challenging

dataset.
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ver the last two decades there has been a significant improvement in capability to capture

and process data. This has resulted in organizations (both private and public) to have

access to huge amounts of data that can be leveraged to drive better business outcomes. As

a consequence data analytics has emerged as a mainstream profession in the last decade

or so. Business leaders today are willing to imbibe data analytics in their tactical as well as

strategic business decisioning process. These quantitatively driven analytical insights give

them a new competitive advantage in market place. In our discussion today, I would focus

on how organizations are adapting, use of analytics to drive better business outcomes thereby

increasing return over investment (ROI) of business decisioning process.

Business Analytics today connotes a very broad spectrum. In a very basic terms it give factual
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insights about “What happened, why it happened, what can happen next& how can we

respond” or from other side look this as three parts “Descriptive data analytics, Predictive

data analytics& Prescriptive data analytics”. Descriptive data analytics constitutes standard/

ad-hoc reports, drill downs and alerts. In other words descriptive analytics tells what has

happened? Typically predictive analytics sits on top of descriptive analytics and answers

why it has happened while providing measures on how it can be prevented or enhanced.

The essence of predictive analytics lies in statistical analysis, predictive modeling, forecasting

and optimization.Prescriptive analytics measures or simulates response to each potential

action. Organisations are trying to process large &dynamic data which is being collected

today because advancement in technologies like Mobility, Social Media, Machine data etc..to

provide horsepower to analytics. Analytics in its simplest form a combination of Mathematics

(Statistics) ,Technology& Management science to generate insights to help better business

decisioning and get higher ROI for our actions. Most of the researches in analytics have told us

how complex it is ….. but I will today talk about few real war stories of how some organizations

where I was engaged, have simplified analytics and made it as part of their strategy & process

with a clear focus on business ROI rather than technology & Science behind it.However, the

stability and accuracy of insights from data analytics is higher in industries and areas that

characterize more granular and accurate data.

From a recent research conducted by Accenture, it was found that 33% of companies are now

aggressively using analytics across the enterprise. What’s even more stunning is that two out

of every three company has appointed a senior person to lead Data/Information/analytics

function. This implies that analytics now appears as a front line agenda for companies and this

trend is on an upward direction.

Though disruptive technologies and data streams (social media data, Mobility, big data

etc..) keep analytics professional on their toes… I strongly feel the real challenge today is the

shortage of talented business managers who can use analytical insights to generate ROI for his

business. Organizations have seen huge competitive benefits wherever they have been able to

overcome this shortage and use analytics for competitive advantage.

To sum-up, analytics as a discipline has caught the imagination of corporates and many of them are

striving to become “Analytical Competitors”, but to get real benefits analytics need to move out of

strategy papers & CTO’s function to Business adaption.
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ith every passing day, corporates are getting inundated by a tsunami of data relating

to customer transactions and behaviors. These data range from panel data from retail,

to online clickstream data to twitter feeds and are often huge in scale and / or scope - hence

the moniker Big Data. Increasingly, marketing insights can also be obtained from such data

through appropriate analysis. In this talk, I will explore the contours of such data, what they

look like and what are the possible analytical tools that one can apply and the kind of insights

that one can generate from the data. 
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The Big Data context:



O



rganisations across industries and geographies are keen on leveraging the power of big

data. To present a view on why are they planning to do so, consider this - 90% of this big

data has been created in the past two years. In 1986, only 6% of the world’s data was digital.

More than 5 billion people are calling, texting, tweeting and browsing on mobile phones

worldwide. Data is pouring in from every conceivable direction. According to an IDC study,

world’s data will grow by 50X in next decade. Business leaders and IT heads are concerned that

the amount of amassed data is becoming so large that it is difficult to find the most valuable

pieces of information and insight from it. Big data is only getting bigger and IT leaders are

presented with the challenge to think differently about how they manage big data.

Big Analytics – Creating big value:

In the era of big data, the real issue is not that organisations are acquiring large amounts of

data. What matters is the value that organisations derive from big data. Organisations need to

harness relevant data and use it to make the best decisions. Technologies today not only support

the collection and storage of large amounts of data, they provide the ability to understand and

take advantage of its full value, which helps organisations run more efficiently and profitably.

Need of the hour is to be proactive and predictive, instead of being reactive. While looking at

the past and reporting the same is important, it is also important to analyse data in real-time

in order to predict trends and forecast behavior. Proactive analytics – such as optimisation,

predictive modeling, forecasting and statistical analysis – is forward-looking. This is when

you start unlocking the true value of big data!

Real-life examples:

A quick overview of two forward-looking organisations leveraged the power of big data

analytics to improve efficiency, manage risk and drive business objectives.

In a nut-shell:

When leveraged with analytics, big data can enable governments, financial institutions,

manufacturers and regulators to enhance efficiency and benefit the consumer / citizen. The

economic and social benefits of big data analytics are infinite. High-performance analytics

empowers organisations to convert the so called ‘big data challenge’ into a new world of

opportunities.
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T



his paper concerns the analysis of discrete-valued time series using a class of categorical

ARMA models recently proposed by Biswas and Song (2009). Such ARMA processes are
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flexible to model discrete-valued time series, allowing a wide range of marginal distributions

such as binomial, multinomial, Poisson and nominal/ordinal categorical probability mass

functions. To apply these models in the data analysis this paper focuses on the development

of a needed statistical toolbox, which includes maximum likelihood estimation and inference,

model selection, and goodness-of-fit test. Particularly in AR models a bias-corrected AIC

statistic is derived for the order selection, while a randomized conditional moment (RCM)

test is furnished to examine the goodness-of-fit. Finite-sample performances of the proposed

methods are examined through simulation studies, in which the bias-corrected AIC is shown

to outperform the traditional AIC and BIC statistics and the RCM test achieves desirable

power. As part of the numeric illustration, a data analysis of categorical time series on infant

sleep quality is provided by the application of this new toolbox.
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T



he use surrogate endpoints very popular practice in medical research when availability of true

endpoints is less due to cost and/or time constraint. Here we obtain optimal proportion of allocation

among the two competing treatments based on both true and surrogate endpoints. As the optimum

true-surrogate sample proportion by minimizing the variance of estimated parametric function, e.g.

treatment difference, lies in boundary, some for the two treatments cost optimized choices for these

are obtained. These are further used in a two stage optimization for the proportion of allocation to the

treatments. 
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N



etajinagar Vidyamandir and Bangabasi College Now-a-days study of management

controls business, health and some important corners of social life as generating function

does in the formation of Lie-algebra via Lie-group concept. Lie group theoretic action plays an

important role in shape structural in data analysis. We are ready to set a path of discussion by

means of suitable examples.



S-196



Bootstrapping for Significance in Clustering

Ranjan Maitra



Iowa State University



Soumen Lahiri



Texas A&M University



Volodymyr Melnykov



North Dakota State University



A



bootstrap approach is proposed for assessing significance in the clustering of multidimensional datasets. The developed procedure compares two models and declares the
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more complicated model a better candidate if there is significant evidence in its favor.  The

performance of the procedure is illustrated on two well-known classification datasets and

comprehensively evaluated in terms of its ability to estimate the number of components via

extensive simulation studies, with excellent results. Finally, the methodology is applied to

the problem of $k$-means color quantization of several standard images in the literature, and

demonstrated to be a viable approach for determining the minimal and optimal numbers of

colors needed to display an image without significant loss in resolution.
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n our paper, we discuss some variations of a clustering algorithm K-means that has become one

of the most widely used clustering methods thanks to its speed and ease of implementation.

The outcome of the algorithm is to a large extent determined by the choice of seeds at the

initialization stage. In particular, it is beneficial for the performance of the algorithm if each

cluster is initialized only once. Thus, it is not surprising that the majority of improvements in

the algorithm are achieved through a more successful placement of initial seeds. At the same

time, the treatment of clusters that have a particular shape by the distance measure utilized

in the algorithm can also greatly affect the quality of the solution found. The most commonly

used, Euclidean distance measure favors homogenous clusters of roughly spherical shapes.

A seemingly straightforward generalization of the K-means algorithm to elliptic clusters

with the use of Mahalanobis distances meets with the difficulties that arise from the need to

estimate the covariance matrices as early as at the initialization stage. We propose a strategy

that deals with sequential placement of seeds and initial estimation of covariance matrices.

Cluster boundaries can be determined by spikes in calculated Mahalanobis distances. The

proposed approach shows promising results.
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n this talk, I will discuss on the problem of counting colours in digital dermoscopic images of

melanotic skin lessions. The problem is related to model-based clustering of _tting a mixture model to

data and identifying each cluster (i.e., each colour in this problem) with one of its components, and here

a Gaussian mixture model has been considered as a mixture model to _t the data. Here I propose _rst

selecting the total number of Gaussian mixture components, K, using BIC and then combining them

hierarchically according to Kullback-Leibler divergence criterion (see Kullback and Leibler (1951), The

Annals of Mathematical Statistics, pp. 79-86). I have observed that Kullback-Leibler divergence criterion

performs better than Shannon entropy (see Shannon (1948), The Bell System Technical Journal, pp. 623656) as a merging criterion in the presence of outliers and try to explain it theoretically.
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A



statistical procedure is said to be robust if its performance is sensitive to small

deviations of the actual situation from the idealized theoretical model. Several tests

for concentration parameter k of circular normal distribution have been developed in

the literature but the robustness aspect of these tests has not been explored in the

literature. In this paper we study the robustness of certain test functional for the

concentration parameter of the circular normal distribution. We adopt the approach of

breakdown functions (points) such as level and power breakdown functions (or points)

to study the robustness of two single sample tests for the concentration parameter k

of circular normal distribution. Assuming that the parameter m is known we consider

the testing problem H0 : k = k 0 against H1 : k ¹ k 0 where k 0 > 0 . We have used a

sufficient statistic of k and a trimmed version of the estimate of k as test functionals

and shown that the test based on the sufficient statistic is more robust in the sense of

breakdown points.
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S



ocial Media Analytics” is the concept of turning social media data into actionable

marketing and business strategy. It comprises social listening, categorizing, and analyzing

social media data to gain business insights, as well as to transform marketing and business

programs. Social Media Analytics is one of the most-fascinating emerging technologies, with

the potential to radically improve the way we do business, but if not implemented correctly,

could turn out to be a pointless exercise.

An umbrella term, “Social Media Analytics” encompasses specialized analysis techniques, such

as social filtering, social network analysis, sentiment analysis, classification and visualization.

Social Media Analytics can address some of the key business problems for which organizations

have traditionally struggled to find efficient and cost-effective solutions. Organizations who

experimented with social media have already found success with their initiatives.

The intent of this paper is to explain how organizations can succeed in their business strategy

using Social Media Analytics. The paper provides an understanding of the key drivers in

implementing social media applications and the different business objectives that social media

applications can support. Based on our experience with Social Media Analytics, Deloitte has

built an industry-agnostic framework that consists of the following phases:

1. Extraction — Source the data from various social media sites

2. Analysis and classification — Cleanse and classify unstructured data through custom

algorithms
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3. Presentation — Map social data with business parameters using various dashboards

and reports, including graphs, pie charts, pivot tables, map views, heat maps, etc.

We further talk about how the implementation framework was successfully deployed for a

proof of concept, its results, and various products that we have successfully used in this space.

We conclude with our viewpoint on potential benefits of Social Media Analytics. With strong

promises to optimize business performance and enable efficient decision-making, Social Media

Analytics is the way forward for organizations.

This publication contains general information only and is based on the experiences and

research of Deloitte practitioners. Deloitte is not, by means of this publication, rendering

business, financial, investment, or other professional advice or services. This publication is

not a substitute for such professional advice or services, nor should it be used as a basis for

any decision or action that may affect your business. Before making any decision or taking

any action that may affect your business, you should consult a qualified professional advisor.

Deloitte, its affiliates, and related entities shall not be responsible for any loss sustained by any

person who relies on this publication.

As used in this document, “Deloitte” means Deloitte Consulting LLP, a subsidiary of Deloitte

LLP. Please see www.deloitte.com/us/about for a detailed description of the legal structure

of Deloitte LLP and its subsidiaries.
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arketing Mix Modeling is an analytical approach applied in answering the perennial

question of Marketing. It uses Multivariate Regression techniques to quantify the impact

of various marketing activities on brand sales using historical information. The expectation is

to isolate and quantify the effects of different marketing activities in order to optimize media

budgets by allocating resources into the most profitable marketing channels. Advertisement

effects on brand sales vary by campaign, duration, medium and time of the day and play a

huge role in profitability.

The challenge lies in isolating the impact of these different factors using least squares

procedures as there will be too many parameters to estimate which are highly correlated with

each other. The parameter estimates under high multicollinearity tend to be very unstable and

the impact of one cannot be separated from that of another.

This paper offers a simple solution to answer the critical questions of advertising and its

estimation. It involves building the Marketing Mix model in two steps where volume impacts

of a particular advertising medium estimated in the primary stage is regressed against the

characteristics of advertising, such as ad content, medium, or campaign duration in the second

stage. This approach is referred as Two Level Regression or Hierarchical Models.

Keywords: Effects of Advertisement, Multicollinearity, Marketing Mix, Hiearchical Models.



58 | 3rd IIMA International Conference on Advanced Data Analysis, Business Analytics and Intelligence



S-143



Method for Improving Customer Insights Using Unstructured

Data in Retail

Suresh Veluchamy



Target Corporation, Bangalore



Gopal Govindasamy

University of Madras



C



ustomer segmentations are used traditionally by retailers to attract and retain the right

customers. Then marketing campaigns are designed to target the identified customer

segments. K-means clustering algorithm is commonly used for identifying customer segments.

Typically retailers used transactional and survey data to generate customer insights. However,

large retailers don’t effectively make use of the newer forms of data such as mobile-based

location data, social media-feeds, weather and more. Large store chains adding and analyzing

newer forms of data for encouraging cross-shopping, store planning and promotions will lead

to increased potential for growth.

In this paper, we describe a two-stage method for combining structured and unstructured data

and generating insights. A technique to map structured and unstructured data is presented.

We illustrate this method using a simulated example.



Keywords: Retail Customer Analytics, K-means clustering, Big Data, Discriminant Analysis.



S-097



Logistic Regression or Neural Network for Risk Assessment

Vandita Bansal, Subarna Roy

Tata Consultancy Services



T



his paper evaluates two competing methodologies “Logistic Regression” and “Neural

Network” for risk assessment of individuals. “Logistic Regression” is the most widely used

technique to model risk of default. But one of the drawbacks of “Logistic Regression” is that

it assumes a linear relationship between the independent and dependent variables. Though

some non-linearity may be introduced by variable transformation but it may still be unable to

capture the true non-linear relationship in the data. Because of this reason the purpose of this

research is to study an alternative data mining technique “Neural Network”. “Neural Network

does not have any assumption on the functional form. In this paper the two methodologies

have been compared for building a collection scorecard for a utility company under study and

it was found that proposed neural network methodology has a higher predictive power than

logistic regression and results in a higher business benefit.
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n last five years, Indian currency experienced a regime of high volatility after the outbreak of

global financial crisis, and remained the most volatile currency – especially among emerging
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market economies in the recent period (July’11 – August’12). The intensity of Indian rupee’s

volatility surprised currency economists on depreciation side – which is caused by both

domestic factors (high twin deficit - fiscal deficit (5.6% of GDP) & current account deficit (5.4% of

GDP); poor economic performance and plunging growth prospects; truncated investors’ confidence

and political uncertainty over reforms) and external reasons (greater uncertainty in the global

markets – especially of major trading partners the US & European Union). The severe depreciation

in Indian currency almost replicated a mirrored image of devaluation of 1989-90 in current

floating exchange rate regime, except manifold increases in foreign exchange reserve and

scale of economy which give some cushion. The intensified volatility raised issues of currency

strength of Indian rupee and its proneness to currency attack. With notion of investigation of

currency dynamics of Indian exchange rate, the paper conducts empirical analysis for pricing

and volatility behaviour of Indian rupee and finds that vulnerable capital inflows, poor growth

prospects, unsustainable twin deficit and political uncertainty are major contributing factors.
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T



he most common use of the X11 program is to produce a seasonally adjusted time series.

Eliminating the seasonal component from an economic series facilitates comparison

among consecutive months or quarters. This paper explains a simplified algorithm of X-11

Census Method II seasonal adjustment program to obtain trends at the ends of time series. It

also, supplements an interactive SAS/Base module to obtain seasonally adjusted time series

when we do not have the luxury to use PROC X11, included in SAS/ETS software along with

examples from the industries. The details can be found in the book Seasonal Adjustment with

the X-11 Method by Dominique Ladiray and Beno¨ıt Quenneville (2001, published by SpringerVerlag) and in the paper ”The X-11 Variant of the Census Method II Seasonal Adjustment

Program, Technical Paper no. 15. US Department of Commerce, Bureau of the Census” by

Shiskin, J., Young, A.H. & Musgrave, J.C. (1967).

Keywords: time series, seasonal adjustment, Base SAS, X-11 algorithm
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n an increasingly competitive environment, Companies rely on performance measurement

as a successful business tool to have the competitive advantage. In India, IT industry has

observed the phenomenal growth over the past decade thereby one of the main objectives of this

research is to examine existing key performance indicators within the IT industry. To develop

composite scores, top companies from the IT industry ‘best in practice’ have been selected
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based on the five financial indicators for the year 2012. The data was collected data from the

listed companies of IT industry. An empirical analysis has been done according to the factor

analysis method in multivariate statistical analysis. The five factors that establish the financial

business performance in the hierarchical order of their contribution have been identified

as: Earning Capability, Business Growth, Operating Efficiency, Sustainability and Business

Efficiency. Further the model has been established to reflect composite scores of companies

based on financial data, rank these companies according to their overall competitiveness, and

analyze and evaluate their business performances. Based on the individual rank, it has been

noticed that no company has occurred as the distinctively bad performer which means that the

overall performance of listed companies in the IT industry is good.

Keywords: Performance Measurement, IT Industry, Financial Indicators, Empirical Analysis.
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C



loud computing is evolving as pay per usage model and a number of pricing schemes

are existing. Pricing depends on a number of factors, such as: storage space, bandwidth,

and cloud cycles used on monthly traffic allotments etc., depending on the particular cloud

provider and the opted services by the subscriber. To determine the effective cost, user needs

to know the service elements that a providers bills for and how these charges have been

calculated. Service broker policies play a significant role in the costing of services as the choice

of particular data centre, criticality of the response time and speed, routing of the traffic loads

can significantly influence the cost. In the present work, three service broking policies have

been studied to analyse their impact on the costing of the cloud services. These policies include

(a) Closest Data Centre (b) Optimum Response Time (c) Dynamically configured Routing.

Cloud Analyst tool has been used as a simulation environment to carry out this experiment.

The tool has been built upon the CloudSim simulator and the results are very close to real

environment. Multiple set of experiments have been carried out to found consistent results.

The experimental data centre has used X86 architecture and Linux platform. Xen has been

used as VMM to cater the need of virtualization. Data centre locations have been defined in

different parts of the world for different set of experiments and while using the multiple data

centers. The total cost has been computed, consisting of the virtual machine cost and the data

centre cost. Comparative study on the expenditure reveals that VM cost is less when the multidata centers in diverse locations are used.
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oreign Direct Investments (FDIs) have been instrumental in proliferating the organized

retail sector in India over the past 15 years. Recent regulations by the Indian government

have enhanced the FDI policy by allowing 51% FDI in multi-brand retail sector. The new
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regulations will impact the investment decisions of a new entrant in the organized retail sector.

This article creates a risk register for a new entrant (with a 51% FDI stake) in the Indian multibrand retail sector, estimates cash flows for the new entrant, determines NPV and IRR for the

investments made by the new entrant and provides recommendations on mitigating risks to

international firms planning for such an FDI in India.

Based on the calculations performed in this report, a multinational retail firm doing FDI in

multi-brand retail in India will be able to achieve reasonable profits in the next 10 years. A

Monte Carlo simulation of the expected income statement indicates a positive PAT through

the next 10 years. However, there is uncertainty due to a high standard deviation between the

PAT values over the years. Around 20-25% of the simulated cases have negative PAT values.

The NPV of future cash flows was $3.73 billion, but this too had a high standard deviation of

$3.13 billion. Around 12% of the simulated cases consisted of negative cash flows. 
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arketing through offline channels such as TV, Radio, and Print along with online

channels has been a major contributor in driving the business of E-commerce companies.

While impact of online channels in driving the traffic to E-commerce website can be easily

calculated with readily available supporting data; the role of offline channels in driving day

to day business and their impact on online channels is much more complex to analyze. This

complexity can limit the accurate estimation of impact of offline channels which can lead to

the potentially significant problem of misallocation of budget across different channels. To

tackle this problem, we have built a multi-attribution model which helps to understand the

overall impact of different channels and to also establish how different channels interact with

one other. We tried out two separate approaches – with different complexities and results.

One is Primary Attribution Modeling supported by Pathway Analysis and the other is Multiattribution Modeling through sophisticated data transformation technique. This paper will

compare and contrast the two approaches, concluding how the latter approach is significantly

better than the former and how the power of data transformation can be used for solving

business questions.

Keywords: Linear Regression, Pathway Analysis, E-commerce, Market Mix Modeling
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ith the success and popularity of Internet, business organizations have understood it’s

significance and started owning websites. Banking sector is also not an exception and
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almost all banks, whether public sector or private sector are providing services to bank customer

via bank websites. These banks are also using their websites to promote their products and

services as well to create awareness relating to the bank offerings amongst customers. Usually,

advertisements over Internet have been posted on the homepage of the bank website, so that

whenever any user opens the bank website, advertisements would be visible to them and it

also increases the probability of clicking it. Many studies have been conducted relating to the

relevance, confusion and entertainment of advertisement shown on television, however rarely

any study has been conducted in case of Internet advertisements especially for banking products

and services. The respondents were targeted with the help of RCE (R-Relevance, C-Confusion,

E-Entertainment) Scale developed by Lastovicka. Responses relating to the frequency to assess

bank websites have been divided in three categories namely – Daily, Sometimes in a week and

Rarely in a month. Along with this, click rate on Internet advertisements over bank websites

has been grouped into four categories namely – Always, Very Often, Rarely and Never. From

the analysis, it was observed that most of the Internet advertisements over bank website were

relevant and creating awareness amongst customers. Only few E-Banking users were thinking

that Internet advertisements relating to banks offering are confusing.

Keywords: Internet Advertising, Banking Products and Services, Relevance, Confusion, Entertainment
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ublic sector organizations face unprecedented pressure in a citizen-centric environment

bringing about the decisive need for public sector organizations to increase transparency,

accountability, and performance, enhance operational efficiency, monitor regulatory

compliance, improve customer service, maximize resources, detect and eliminate fraud,

abuse, risk and waste thus delivering actionable insights to aid decision making at all levels

of an organization. Fact based decisions is driving the success of projects and the availability

of robust and tailored analytical tools, the accumulation of data, improved integration and

the proliferation of success stories point towards consistent effort to surmount challenges and

transform public sector enterprises into competitive organizations.

The paper highlights the use of business analytics and intelligence for improving decision

making in public sector organizations. Their adoption in public sector organizations still

encounters major setbacks because of cultural and social barriers in spite of theoretical

developments. The prime objective of the research study is to explore the impact of contextual

factors that affect business analytics implementation in public sector enterprises. This paper

also proposes how organizations can strengthen their analytics capabilities to achieve longterm advantage. The study includes a sample of India’s four public sector enterprises which

are at different levels of implementation of analytics in their respective departments. The

findings address the contextual factors which have an impact on adoption of sophisticated

analytical tools in public sector enterprises. Since limited number of organization are studied

therefore result need to be generalized with caution. Future researchers may address the need

of evaluation models taking into account various interdependent factors.
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n this paper, we survey the existing literature on quality of Management Education with a

view to develop a framework that can capture the Indian aspects and at the same time be

relevant in today’s more globalised world. Quality in management education has been looked

at from the perspectives of all the stakeholders.

Rankings are considered synonymous to quality and they fill a strong consumer demand

due to unavailability of any other data on quality education providers. But as pointed out by

various researchers despite its popularity worldwide, ranking has its own limitations in terms

of data unavailability, the quality of data used and the methodology adopted to produce the

rankings of educational institutes. Rankings remain weak in terms of conceptualisation and

enforcement. However, as an instrument per se ranking (if done robustly) can help create

benchmarks and facilitate many out there who want to take informed decision on education

providers, recruitment and for future career options. Recent research suggests that well

designed report cards can definitely help increase public accountability.

Though institutional rankings more popularly known as league tables are in use in West since

long but in India media rankings is a recent phenomenon. Economic Times, Business India,

Business Today, Outlook, Hindustan Times etc. provide their own version of B-school rankings.

Therefore the study aims at looking and analysing the media rankings being published in

India closely and attempts at providing an alternative methodology to reflect the quality of a

B-school.

Keywords: Quality, Management Education, Ranking, Business Schools
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n this paper, a new estimator called the restricted class estimator, is introduced when the

linear restrictions binding the regression coefficients are stochastic in nature, by combining

the ordinary ridge regression estimator and principal component regression estimator for a

regression model suffering from the problem of multicollinearity. The performance of the

proposed class estimator in the mixed regression model is compared with that of the mixed

regression estimator and the stochastic ridge regression estimator in terms of the mean

square error matrix criterion. Tests for verifying the conditions of dominance of the proposed

estimator over the two others are also proposed. Furthermore, a Monte Carlo study and a

numerical evaluation are carried out to study the performance of the tests involving conditions

of superiority of the proposed estimator over the other two.
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T



he paper examines the long-run relationship between finance-social development and

economic growth in 15 Asian countries for the period 1961-2011. The statistical methods

used in this study are Principal Component Analysis (PCA) and panel vector auto-regressive

(VAR) model. The PCA is used to construct the composite indices of finance- social development,

which can project the overall position of financial development and social development

respectively in the 15 Asian countries. On the other hand, panel VAR model is used to know

the casual-nexus between finance-social development and economic growth. The panel VAR

technique is the application of cointegration and causality analysis on a panel of cross sectional

units. The empirical investigations starts with unit root and cointegration check. Using panel

unit root test and panel cointegration test, the study finds that financial development, social

development, and economic growth are integrated of order one and they are cointegrated,

indicating the existence of long run association between them. The empirical findings of panel

VAR model suggest the followings: unidirectional causality from financial development to

social development, unidirectional causality from economic growth to social development,

and bidirectional causality between economic growth and financial development. The policy

implication of this study is that the economic policies should recognize the differences in the

finance-social-growth nexus in order to maintain sustainable social development in the 15

selected Asian countries.

Keywords: Financial development, social development, economic growth, PCA, panel VAR
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T



he financial development is considered as an important medium to express the economic

interests of economic entities in the market driven system, and so the allocation of

resources. The emerging Asian economies have given role to price mechanism practically for

the allocation of resources since 1970s. The financial environment developed by market and

institution provide a stable financial system. In this environment, the present study aimed

to examine the role played by the financial systems in these countries. The study finds cointegration relationships between financial development and economic growth at individual

level for five economies- Bangladesh, China, Hong Kong, India and Malaysia. The results of

MG and PMG techniques hail the presence of long-run and short-run relationship between

financial development and economic growth for the group of the economies. The causality

runs from financial development to economic growth for these set of five countries, and

supplements the finance-growth nexus.

Keywords: Financial Development, Economic Growth, Asian Economies, Panel Data, Co integration,

ARDL, MG & PMG.
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I



n the context of globalization, through a growing process of economic integration among

countries and financial markets, the interdependency among major world financial markets

is more than evident The paper is investigating and examines the nature of the causal

relationship between major World Stock Exchanges. By applying the time series forecasting

methods of ARIMA. Time series cross-correlation analysis is appropriate when measuring

relationships between two different time series. We test casual relationship between the major

world financial markets with particular attention the NASDAQ (U.S.) and FTSE (London),

also value of Stock price index using the weekly based data for the period of Jan 2000 to Oct

2012. Analyzing and modeling the series jointly enables to understand the cross correlation

ships over time amongs the series, to improve the accuracy of forecasts for individual series

by using the additional information available from the related series and their forecasts.

We conduct cross correlations tests with variance decomposition and estimate the impulse

response functions. This paper demonstrates these techniques using SAS/ETS 9.22 forecasting

software

Keywords: Stock Price Index, Time series models, Cross Correlation, Estimation, Forecasting
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F



inancial time-series has been of interest of many statisticians and financial experts.

Understanding the characteristic features of a financial-time series has posed some

difficulties because of its quasi-periodic nature. Linear statistics can be applied to a periodic

time series, but since financial time series is non-linear and non-stationary, analysis of its quasi

periodic characteristics is not entirely possible with linear statistics. Thus, the study of financial

series of stock market still remains a complex task having its specific requirements. In this

paper keeping in mind the recent trends and developments in financial time series studies, we

want to establish if there is any significant relationship existing between trading behavior of

developing and developed markets. The study is conducted to draw conclusions on similarity

or differences between developing economies, developed economies, developing-developed

economy pairs. We take the leading stock market indices dataset for the past 15 years in those

markets to conduct the study. First we have drawn probability distribution of the dataset to

see if any graphical similarity exists. Then we perform quantitative techniques to test certain

hypotheses. Then we proceed to implement the Ensemble Empirical Mode Distribution

technique to draw out amplitude and phase of movement of index value each data set to

compare at granular level of detail. Our findings lead us to conclude that the nonlinear

dynamics of emerging markets and developed markets are not significantly different. This
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could mean that increasing cross market trading and involvement of global investment has

resulted in narrowing the gap between emerging and developed markets. From nonlinear

dynamics perspective we find no reason to distinguish markets into emerging and developed

any more.
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V



alue-at-Risk (VaR) has been considered as an effective tool of assessing and measuring

market risk of financial institutions and corporate entities. The single number, VaR,

indicates the maximum loss that may be incurred on a given portfolio for a specified time

horizon and a confidence level. The general techniques commonly used to estimate VaR

are Parametric method (Delta Normal method) and Non Parametric method (Historical

Simulation method and Monte Carlo simulation method). In this paper our study is restricted

to the performance evaluation of non parametric methods of VaR. These methods have been

applied on different hypothetical equity portfolios differentiated by the risk appetite of the

investors. The portfolios are diversified being composed of the stocks across industrial sectors.

Investors here are categorized as Risk lover investors, Risk neutral investors and Risk averse

investors. The nature of diversification depicting the risk profile of the three categories differ

in consonance with the with the varying risk appetites.

The study reveals how the estimated VaRs of the three hypothetical equity portfolios change

according to the nature of risk appetite of the investors. The portfolio assigned to risk lover

investors has the highest VaR followed by that of the risk neutral investors and the portfolio

of the risk averse investors has the least VaR during the same period under study for both

Historical Simulation and Monte Carlo Simulation methods. However, Monte Carlo Simulation

method yields the best possible results in all the key elements of VaR estimation for all the

stocks selected for the three hypothetical portfolios irrespective of the investors’ risk appetite.
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W



e consider two important aspects of stochastic volatility model asset returns : (1) heavy

tail and skewed behaviour of both observed returns and latent volatility errors, (2)

infrequent return. Although an extensive literature has shown the existence of heavy tail and

skewness in return and proposed different error distributions in stochastic volatility model,

we find them restrictive as they they allow only same amount of tail heaviness in the marginal

distributions of both return and volatility. To overcome this problem, we develop a new

class of distribution by extending the multivariate skew-t (MST) which will allow different

degrees of freedom for return and volatility and thereby can accommodate heterogeneity in
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tail heaviness across outcomes. We call this new distribution as “extended multivariate skew-t

(EMST)” distribution. Another important issue is the presence of large yet infrequent jumps

in return distribution particularly when it covers crash period. We propose a new stochastic

volatility model with point-mass mixture distribution to explain such sparse return jumps

where the jump probabilities are allowed to vary over time. Together, we model these jumps

along with the novel EMST and provide a unified and flexible model for return distribution.

Empirically, the model is found to be successful in fitting actual return distribution resulting

significantly lower Deviance Information Criterion (DIC) than the standard alternative models.

The empirical results also provide evidence that there may be significantly different degrees

of freedom resulting in different amount of tail fatness in return and volatility distribution. In

addition, by looking at the estimated probabilities of sparse jumps from the data, we find that

the key dates for actual jumps in return are also captured by the model.
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S



ales force allocation is an important part of sales for optimization process where sales

people are allocated to different customer accounts based on their performance history. This

allocation is done in a subjective manner where territory manager would do a segmentation

of his customers and then follows it up with a sales force deployment strategy across these

segments. But it often gets difficult for a planner to estimate an optimal sales force number

along with their deployment strategy that would be capable of generating maximum profit.

From a business standpoint standpoint it essentially is a two way approach which involves

management’s viewpoint to allocate optimal number of sales person yielding maximum profit

and sales person’s viewpoint to handle specific accounts in accordance to their preference. We

propose a multi-phase optimization algorithm using differential evolution method which solve

these two viewpoints and strategize the sales force deployment optimally across customer

segments. Differential algorithm is widely used as a multi-objective goal programming in

a wide range of domain as a dynamic allocation algorithm. Current solution of sales force

allocation using DE algorithm is expected to generate an estimated profit of over 10% compared

to existing margin in one of the business within HP.
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T



he necessity for the data to be presented in a graph occurs when the data is bi-directional

or above in nature. Graphics are meant to be a mechanism primarily for intuitive

information consumption and secondarily and a more important one is that it is a channel to

present information to the masses. A graphic, created by following basic fundamental rules,

in essence should present itself well and convey the interrelated patterns as a whole or show
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various contrasts vs. similarities when similar datasets are compared. Traditionally such

representations were done through several common objects called charts that include Pie,

Bar, Column etc. These have enabled the users to represent the data pictorially very quickly

through a user-friendly development environment by concealing the technicalities behind the

objects. But such flexibility comes at a cost, as adding new charts to the existing engine will

pose programming challenges with complexities in extending code. Recent proliferation of

emerging technologies and exponential growth in data led to wide varieties of representation

of graphics and thereby provided many choices to the information consumer. We would like to

particularly focus on the current state of the needs, challenges, and opportunities present in the

market and briefly touch on the possible future state of this trend considering what is known

now. Though data was used to backup one’s decision in the past passively, it has become

mandatory these days for one to substantiate one’s decisions with insightful information. This

demands exploration of data through powerful visualization techniques.
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n this paper, we try to address two issues – how huge amounts of data can be quickly turned

into decisions and how they can be presented to a wider audience beyond people who

are comfortable interpreting numbers. To do this, we have used business scenarios where

predictive modeling is generally used. Using these solutions, we’ve built applications that can

be used on hand held devices to gather intelligence on “what is happening” based on data and

take decisions on “what can be done”. These can be further customized by the user himself

to view pictorial representations of the performance of their insurance policies or the trend

of retention across demographics. The interactive features would also allow him to see the

top reasons for good or bad performance by demographics and also do a “what if” analysis,

i.e., how would the scenario change if she changed a few management decision parameters

slightly. We shall try to justify, in conclusion, that advanced visualization techniques can be

an answer to the problem of data accumulation without analytical tools and can be used by a

wider group of people to arrive at informed decisions. We shall also go on to write a critique

on the available data analysis and visualization techniques and how advanced visualization

techniques like ours can be a better option in a world with a huge accumulation of data.

Keywords: Visual analytics, Dashboard, Mobile analytical apps, Visual Data Mining, Visual Data Exploration
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recent surge in social media has impacted people’s perception of technology in different

ways. This has allowed companies to understand consumer interests & sentiments in

new ways. The general keyword based algorithms have failed to generate sufficient levels of

accuracy in analyzing this data. Here, I propose a machine learning algorithm, called support

vector machines which end-users can use to get text themes & sentiments, with higher than

industry average accuracy.
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his paper presents our approach, techniques, and results from the U.S. Census Return Rate

challenge hosted on Kaggle from Aug 2012 to Oct 2012 by the U.S. Census Bureau. The

objective of the challenge was to predict Census mail return rates at a block group level using

demographic and socio-economic indicators. For this, we built an ensemble of 24 predictive

models based using 4 different machine learning algorithms which included Regularized

Linear Regression, Gradient Boosted Regression Models, Random Forest, and Neural

Networks. Our ensemble of 24 models finished 7th on the leaderboard. Based on the learning

from the competition, we then explored areas for potential use of this rich census data.
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n this paper we consider the problem of calculating VaR for a IGARCH type non-stationary

data. It’s simple if we assume distribution of innovations under each filtration as normal

distribution. Here we have calculated VaR using extreme value theory for the same IGARCH

model using Box-Jenkins-Pareto approach proposed by Miguel et. al. We observe that through

this approach not only we get equivalent results, but also we can extend the assumption on

distribution of innovations under each filtration to any symmetric distributions. We have

analyzed an Apple stock price data from January 1999 to December 2008 with a 1 million US

dollar long position for illustrative purpose. We discuss several issues and related problems

as an extension of this work.

Keywords : VaR, IGARCH, Generalized Pareto Distribution, Non-stationarity.



S-066



Use of Forced Distribution System in Appraising Employee’s

Performance: Its Problem and Solution

Rachana Chattopadhyay



International Management Institute, Kolkata



Anil Kumar Ghosh



Indian Statistical Institute, Kolkata



P



erformance appraisal based on forced distribution system (FDS) is widely accepted in large

corporate sector around globe. Though FDS has several advantages, many organizations

have perceived the negative consequences of this system. FDS determines the relative positions

of the employees involved in similar work by comparing them against one another and based

on the performance they receive different grades. Practically, it has been observed that a
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relatively low performer of a high performing team may be better than the best performer in

an average performing team. But it is not possible for any FDS to incorporate the work quality

of the team; it will only identify the relative position of the team member and according to the

organizational policy consequences will be decided. Thus inappropriate application of FDS

spreads extreme amount of dissatisfaction to some employees who may be the assets of the

organization.

In this article, we have proposed a simple modification over the serious limitations of the use

of FDS. Instead of considering the individual grades, we have converted it into numerical

scores by using Likert’s scaling method and then used these score to estimate the average

performance of the group. Now by using the average of group performance, we have proposed

a modified performance score for each employee for their final evaluation. We have carried

out extensive simulation studies to show that the modified algorithm is uniformly better the

existing one over different schemes employee allocations.
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onfiguring the supply of essential inputs for production is an important part of decision

making for any firm. Supply chain configurations have assumed global proportions in

recent years, with firms frequently choosing to “outsource” their input supply. Outsourcing

refers broadly to the production mode where a firm orders its inputs from an external supplier

rather than producing them itself. As an industry practice, outsourcing is often international in

that the input-seeking firm and the external supplier are located at two different countries. As

documented in a large literature, outsourcing is driven by many factors .The most dominant

factor is cost. A firm has incentive to outsource if the external supplier offers an input price

that is lower than the firm’s in-house cost of production. There are other potential factors as

well. For instance, a firm may choose outsourcing to diversify its sources of inputs, or to seek

alliance with foreign firms for future ventures.

When an input-seeking firm faces competition in the final good market, its supply chain

configuration not only affects its own profits but also the profits of its competing rivals.

Generally, the profit of any firm in such a market is affected by the choices of all competing

firms. A problem is “strategic” if its outcome depends on the interaction of multiple entities.

The problem of determining configurations of supply chains in the presence of competition

is thus strategic, as it involves interactive decision making among competing firms. Game

Theory is the formal study of interactive decision making problems.

This paper theoretically studies the problem of supply chain configurations with specific

emphasis to outsourcing in a setting where the final good market is imperfectly competitive (i.e.

the number of competing firms is more than one, but not large). We present a game theoretic

analysis of this problem. Using variants of the core Nash Equilibrium concept, we formally

model the relevant games and analytically solve for equilibrium. Some conclusions are:

(i) If two firms who compete in the final good market are involved in an outsourcing contract

in the input market, the timing of the contract is important. Specifically, their interaction is

altered depending on whether the outsourcing order is negotiated before or after the final

good market meets.
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(ii) When an outsourcing contract is signed between two competing firms before the final

good market meets, the volume of the outsourcing order plays the role of information

transmission and gives the input-seeking firm a leadership advantage in the final good

market. The information transmission aspect and the subsequent leadership advantage is

absent if the outsourcing contract is signed after the final good market meets.

(iii) If firms are competing in prices, then outsourcing between competing firms prior to final

good market competition is beneficial for consumers: it leads to lower prices for the final

good. However, if firms are competing in quantities, the effect on consumers is ambiguous.

Keywords: Supply chain, outsourcing, imperfect competition, Nash Equilibrium
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V



ery often it is required in Statistics to simulate a sample from a complicated distribution

(henceforth called target distribution), for example in Bayesian Statistics, where the

target distribution is known only up to a normalising constant. One of the techniques that

have gained widespread recognition, partly due to advancement in computational power,

is the Markov Chain Monte Carlo (MCMC) methods. Here, the sample is generated from a

distribution (called proposal distribution) and then the generated sample is accepted with

a pre specified probability, which depends on the target distribution. Using analysis from

Markov chain theory, it can be shown that as the sample size tends to infinity the generated

sample closely resembles the target distribution. This provides a way t approximate the target

distribution, where exact techniques do not exist.

Although this method theoretically works for all target distributions it is heavily dependent

on some underlying parameters, the choices of which regulate the speed of convergence to the

target distribution. Previously such parameters were chosen in an ad hoc manner which did

not always give satisfactory results.

To address such concerns Adaptive MCMC (AMCMC) techniques were proposed by Harrio

et al, see [1], where the parameter(s) are not pre-fixed. Instead they were made a function of

the chain’s history. As a consequence those parameters changed between each iteration of the

chain. Although this method had much appeal, verifying that the target distribution is actually

reached (called ergodicity in the literature) often becomes difficult.

Our technique was to convert such discrete time chains into continuous time processes, by a

method known as diffusion approximation, and then look into the resulting diffusion. Then

we can invoke standard results of stochastic differential equations to infer about the limiting

distribution of the diffusion and identify with the target distribution.



Keywords: Adaptive MCMC, Hypo elliptic conditions, Ito’s Lemma, Stochastic Differential Equation (SDE).
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T



he purpose of this study was to measure the effectiveness of ad-hoc letter campaign, which

was basically run whenever there, was a need to meet the revenue targets for a period of

time, which was generally adhoc in nature. Additionally, the client also wanted to understand

if this campaign was worth scheduling for future purposes. The client here is a specialist

revenue recovery and enforcement company instructed to undertake recovery procedures

against individuals or organizations for overdue amounts, which includes debts due to

council tax bills, utility bills, magistrate fines, road traffic fines, household and commercial

rents and miscellaneous business debts, as stated by their clients. This adhoc letter campaign

has a “Test” group to which letters were sent, while a “Control” group to which no letters

were sent. Debtor data consisting of variables like debt amount, age in system and number

of visits made by the collection agent were analyzed using various statistical tests like T-tests,

Chi-sq tests. Response rate and debt amount paid and cost incurred in sending the letters

were the key parameters used for measuring the effectiveness of the campaign. The outcome

of the analysis was that, the adhoc letter campaign was effective .Further profiling of debtors

were carried out to identify the characteristics of debtors which were likely to pay the debt

amount. Profiling helped us to find the segments in “Test” and “Control” groups which had

high and low percentage of payment. This also helped in obtaining the segments which needs

to be targeted through letter campaign. While examining the data we found that the base line

characteristics of the “Test” and “Control” group were not same, as there was no appropriate

methodology using which debtors were put into “Test” and “Control” group by the client.

Hence a proper stratified sampling plan was developed using the segments obtained from

the profiling of debtors ,to ensure that the baseline characteristics of the “Test” and “Control”

group was similar. This sampling plan helped in reducing the number of letters sent to the

debtors considerably and thereby reducing the overall operations cost. Also profiling, the

debtors for designing the campaign helped in targeting the right debtors, thus, improving the

overall response of the campaign.

Keywords: Letter campaign, Profiling, Baseline characteristics, Stratified Sampling
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he client for whom we have built this model is one of the largest revenue recovery and

enforcement companies in UK. They recover outstanding arrears for the government,

local authorities as well as private businesses. The business objective of this analysis was to

increase the quantum of debt collected from debtors and to reduce the cycle time of collections,

thereby enabling them to meet targets. To accomplish this objective we have decided to build a

Propensity to Pay Model which will enable our client to determine the likelihood of payment

for a particular debtor. Also, to find out the time when debtor will successfully pay the debt,

we have applied the Markov Chain Analysis. Data used for analysis was consist of transaction
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variables (such as Debt Amount, Current stage of recovery cycle, Date when case received,

Client ID etc.), demographic variables (such as debtor age), behaviour variables ( Repeat

offender and offence type) and geographical variables (Region to which debtor belongs to).

A binary outcome variable “Payment Status”, denoting payment status of debtor was created

by using variables “Debt amount” and “Debt Paid”. Detailed exploratory analysis comprising

of univariate and multivariate frequency tables, charts, scatter diagrams was carried out

to summarize the main characteristics of data. Chi-square test was performed to check the

relationship between dependent and independent variables. Odds ratios were calculated.

Logistic regression model was built by using dependent variable as “Payment Status” and

independent variables as Debt Amount, Repeat Offender, Debtor Age, Offence Age, Region

and Client ID. We found strong association between Debt Amount and Payment Status, as

chances of paying debt amount decreases as debt amount increases. Debtors with age less than

40 years were less likely to pay debt as compared to the debtors with age greater than 40 years.

It is observed that high percentage of debtors falling in segment having fresh offender with

debt amount less than £100, age above 40 years, offence age below 180 days paying entire debt

amount. Also, it is observed that most of the debtors paying entire debt amount at the stages

(time of successful payment) related to door to door visits.

Keywords: Recovery, Time of payment, Exploratory Analysis, Chi-Square Test, Logistic Regression
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erco provides contact centre services in India through its newly acquired subsidiary and

domestic call centre services giant, Intelenet Global Services. Intelenet now Serco, provides

contact centre services for one of the prestigious projects undertaken by Government of India.

Unlike other telecom processes, the call volumes received in this process were subject to high

volatility with lakhs of Indian citizens getting enrolled under this project everyday across

India’s huge geography. With the project going live in different states in subsequent months,

there were sudden surges in call volumes. Also, there were some other promotional activities

such as advertisements in newspapers and television, posters and mass SMS campaigns

undertaken by enrollment agencies and governing bodies. With such vast number of events

happening across different states in the country and rising number of enrollments, the presence

of spikes was natural in call volumes. These spikes in turn, hugely impacted manpower

planning of the operations team in Serco. As a result, the sustainability of the service level

became a major challenge for the operations team. For efficient manpower planning and

scheduling, we wanted to develop a robust statistical model capable of predicting the number

of calls including the affect of exogenous factors like different promotional events and number

of enrollments on call volumes. Statistical time series analysis methods like exponential

smoothing, classical decomposition methods or simple linear regression methods handle the

trends or seasonal variations, but are not capable of including the affect of exogenous factors

into the forecasts. Although, multivariate regression methods do take into account the affect of

exogenous factors into the model, they do not handle the trends properly. The scenario in this

process demanded a predictive model that takes into account trends in call volumes, as well

as the affect of exogenous factors. Therefore, Auto Regressive Moving Average method with



74 | 3rd IIMA International Conference on Advanced Data Analysis, Business Analytics and Intelligence



exogenous factors (ARIMAX) was used for developing our model which is based on the Box

Jenkins Methodology for time series forecasting. This model forecasts both trends and affect

of associated factors in a time series and belongs to a special class of linear models that can

represent both stationary and non-stationary data. Due to implementation of this model the

forecasting accuracy increased by about 20%. There was about 10% decrease in the percentage

of abandoned calls. Also, the service levels improved by about 10% and resource utilization

improved by about 15%.

Keywords: Contact center, forecasting, man power planning and scheduling, call volume, time series

analysis, ARIMA, ARIMAX
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n this paper we intend to address the various aspects of losses due to warranty costs and

how advanced analytics can help in limiting that. This paper weighs the various approaches

of warranty management and provides a critique on the existing methods. The authors also

show different scenarios where predictive modeling has been used as a solution for warranty

management. Our findings went beyond the boundaries of data analytics and helped

companies take direct actions on their manufacturing process, product design to reduce the

cost of warranty – an area ripe for savings.

Keywords: Analytics for strategy, Quality management, Regression modeling
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dvanced data analytical tools are used routinely in developing predictive in-silico models

for in-vitro biology and ADME assays, in pharmaceutical pre-clinical research projects.

These models are used by project scientists to optimize the candidate drug properties in order

to find a highly optimized drug compound that is then sent to clinical phase studies and

eventually marketed into a new drug. However, a proper use of such models is often not

followed by researchers who are not informatics experts themselves. Consequently, we have

developed a new web interface portal, employing a data mining Cheminformatics tool called

Pipeline Pilot. Employing a host of data analytical techniques such as Time Series analysis,

Classification and Machine learning algorithms, we have not only constructed predictive

models for Pharma research projects, but also integrated model validation (metrics) and data

visualization capabilities. With this platform, we have succeeded in bridging the gap between

the availability of validated models to its usage in research projects as a key data analysis tool.

An increase of model usage was observed in addition to an impact of one of the models that

predicts lipophilicity behavior in compounds.
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M



arketing effectiveness is being used globally by several companies to answer questions

related to the four P“s of marketing to make informed business decisions and optimize

their marketing efforts in times of increasing cost pressures and diminishing budgets.

Regression modeling through Ordinary Least Squares (OLS) has been the traditional technique

of choice so far.

In our paper we study the practical limitations and statistical challenges faced in OLS and

explore advance market mix modeling techniques like Pooled regression, Fixed effects

modeling, Hierarchical Bayesian regression and Proc Mixed in SAS which can overcome these

challenges.

From our study we have designed a framework- Absolutdata Market Mix Modeling Choice

of Technique (ADT MMM COT) that helps a marketer as well as a data analyst to choose the

most suitable regression technique depending on the business case. The framework evaluates

and compares the various techniques on several business and statistical parameters like data

availability, business questions to be answered, business assumptions, cost and effort estimation

and other advantages and limitations. We were able to conclude that when results are desired

at aggregate level and a time series-cross sectional data is available, pooled regression and fixed

effects modeling worked better. Advanced multilevel modelling techniques like Hierarchical

Bayesian regression or Proc Mixed in SAS can be applied to get results at deeper granularity

within limited time/effort for thorough decision-making.

Keywords: Regression Modeling, Multilevel modeling, Bayesian Methods, Marketing models, Data

analysis in Retailing
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T



o understand consumer preferences, a marketer can use multiple research approaches.

But in case of large number of attributes and services the traditional methodologies fail

to predict an optimal bundle of services. This paper details the shortcomings of traditional

methodologies and suggests a unique way to obtain such optimal bundles, overcoming these

shortcomings. The paper achieves two objectives. First, to determine the preferred optimal

mix of digital services (Optimal Bundle) by different consumer segments. Second, to identify

the service attributes that drive the greatest value within a particular “Optimal Bundle’’.

The paper defines an optimal bundle as a combination of services that covers maximum

proportion of people for whom at least one of the attributes in the bundle is important. To

achieve this, a combination of Anchored Maximum Difference Scaling (Anchored Max-Diff)

and Total Unduplicated Reach and Frequency (TURF) was used. Also, the relative importance

derived through max-diff is used to determine the attributes with relatively higher importance
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within a given bundle. Using these two outputs of the exercise the research was also able to

inform the client about the “emerging” attributes as they are likely to become very important

for customers in future. Further, the paper presents the advantages of this technique over

traditional methods in terms of implementation, costs and simplicity. The technique presented

in the paper can be effectively applied for accomplishing other marketing objectives such as

product development, understand sales / communication channel preferences and as a precurser to “need based segmentation”.

Keywords: relative preference, maximizing reach, consumer choice, trade-offs.
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T



hink of a scenario where a brand has a portfolio of products with a variety of features

and it is required to 1) identify the most preferred products, and 2) design a portfolio to

maximize the revenue potential.

Here, since the need is to find preference of own products as well as design a product portfolio

in order to maximize revenue; one has to estimate incremental preference share/reach due

to the addition of each feature in the portfolio and its corresponding impact on revenue.

This paper talks about how this can be achieved by blending conjoint analysis with TURF

Analysis.

A leading enterprise cloud computing service provider, wanted to improve the value

proposition provided to its customers by repackaging and re-pricing the existing services into

three sets of bundled products using a hierarchical tiered approach.

Research Objectives:

1. Identify product portfolio with maximum reach

2. Optimize the revenue of the product portfolio

Conjoint Analysis provided customer preference for various features and pricing. Using TURF

Analysis, we determined the maximum reach potential for each tier package and the optimized

combination of tiers, i.e. the optimized portfolio.

Reach and revenue potential of various combinations were obtained through a simulation

exercise. Key scenarios with maximum reach and/or revenue potential were identified.

Additionally, price sensitivity curves were plotted to understand the optimal price ranges

where the trade-off between revenue potential and number of licenses was similar.

Keywords: PaaS, Conjoint, TURF, Portfolio Optimization
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W



arehouses are increasingly employing automation technologies to reduce operational

costs, increase customer satisfaction and improve operational efficiencies by managing

processesand resources efficiently. In particular, the Kiva warehouse-management system

creates a new paradigm for pick-pack and ship warehouses that significantly improves worker

productivity. The Kiva system uses movable storage shelves that can be lifted by small,

autonomous robots. By bringing the product to the worker, productivity is increased by a

factor of two or more, while simultaneously improving accountability and flexibility. In this

regard, closed queuing network models provide a rich framework for rapidly evaluating the

performance of alternate warehouse configurations. We develop blocking protocols within

the aisles and cross-aisles of a tier and analyse the system with dedicated as well as pooled

vehicles. Using product-form approximations for closed queuing networks, we evaluate the

network and determine the performance measures of interest.
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A



binary logistic model was built on 3 years of data to predict the probability of purchase

of prospects/repeat customers and to analyze the decision-making process. All variables

included in the model were found to be statistically significant and the tests to measure the

goodness of fit also appear to demonstrate that it fits the data well. The underlying data was

spilt into 70% for model development which was then validated on the remainder. The data on

which the model is built, is internal data from Tata Motors CRM-DMS system and comprises

primarily from the sales processes as well as from interactions after the sales of the vehicle.

The principal objectives in building this model are two-fold. Firstly we would like to

understand the key parameters that govern the decision-making process thereby giving

business stakeholders an opportunity to improve products or address concerns on those

dimensions. In addition this would also enable sales teams to better target their activities to

customers who are more likely to purchase vehicles in the designated window. This paper also

lays out some fundamentals of consumer theory on which this modeling construct is based.
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